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Abstract. We give explicit formulae for the Euler characteristic and `2-

cohomology of the group of motions of the trivial link, or isomorphically the

group of free group automorphisms that send each standard generator to a con-

jugate of itself. The method is primarily combinatorial and ultimately relies

on a computation of the Möbius function for the poset of labelled hypertrees.

1. Introduction

Classic combinatorial group theory, such as what is described in [11] or [12], uses
relatively elementary combinatorics to study infinite groups. For instance, small
cancellation theory is the study of groups with finite presentations whose associ-
ated Whitehead graph has large girth. Increasingly there is a need to use more
sophisticated combinatorial arguments to establish topological properties of infi-
nite groups. Here we compute the Möbius function of a poset of labelled hypertrees
in order to explicitly describe the `2-Betti numbers of the motion group of a trivial
n-component link. In earlier work a recursive atom ordering was used to compute
these groups’ cohomology with group ring coefficients [1]. While it is a specula-
tive claim at this point, these two examples indicate that there may be general
applicability of enumerative combinatorics in the study of group cohomology.

The poset we study consists of labelled hypertrees. Let [n] = {1, . . . , n} and let
HTn be the set of all hypertrees with vertices labelled by [n]. The elements of HTn

admit a partial ordering where τ ≤ τ ′ if the hyperedges of τ ′ are contained in the
hyperedges of τ . This poset has an element 0̂ that is less than all other elements;

if 0̂ is removed we denote the resulting poset as HT[∞]
n ; if a formal 1̂ is added

to HTn we denote the resulting poset as ĤTn. Full definitions and background
information on this poset can be found in §2. Our main combinatorial result is
the following computation of the Möbius function of this poset. (The result stated
below, combined with various lemmas in §2, imply a complete computation.)

Theorem 1.1. For every n ≥ 0,

µ
ĤTn+1

(0̂, 1̂) = χ̃(HT
[∞]
n+1) = (−1)nnn−1 .

The group we consider can be viewed as a higher dimensional version of the
braid group. Let Ln denote n unknotted, unlinked circles in S3. Much as one can
describe the n-strand braid group as the motion group of n points in a disk, one
can define the motion group Σn of Ln in S3. Roughly speaking, an element of Σn
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consists of an isotopy of S3 that takes Ln back to Ln, with the circles possibly being
permuted. In other words, elements of Σn are finite length movies consisting of n
circles moving about in space (see §6 for a formal definition). The group operation is
concatenation and inverses are formed by running the movie backward. The index
n! subgroup of motions where the n components of Ln return to their original
positions is the pure motion group, denoted PΣn. For example, Figure 1 indicates
two elements of Σ3 \PΣ3. The first is gotten by moving from the top configuration
to the bottom as indicated by the arrows; the second corresponds to moving from
the bottom to the top along the righthand side. The product of these two elements,
visualized by the entire circuit, is in PΣ3.

Figure 1. An element of Σ3 and PΣ3

The group PΣn admits an action on a contractible complex MMn whose fun-
damental domain is the geometric realization of HTn. (This is described in §6.)
The action of PΣn on MMn is not free, or even proper, so one cannot immediately
move from topological properties of MMn to properties of the group PΣn. How-
ever, it is possible to gain non-trivial cohomological information from this action.

In particular, we use the calculation of the Möbius function of ĤTn to determine
the `2-Betti numbers of PΣn. Recalling Atiyah’s result that the ordinary Euler
characteristic is equivalent to the `2-Euler characteristic for all groups of finite type
[10, Theorem 1.35.2], it follows that this computation yields the ordinary Euler
characteristic of PΣn, which was not previously known.



THE HYPERTREE POSET AND `2-BETTI NUMBERS 3

Theorem 1.2. The reduced `2-cohomology groups of PΣn+1 are

Hi(PΣn+1) =

{
Z

nn

⊗ `2(PΣn+1) if i = n
0 otherwise

and therefore the `2-Betti numbers of PΣn+1 are all trivial except in top dimension,
where

χ(PΣn+1) = (−1)nb(2)
n = (−1)nnn .

The `2-Betti numbers can be extended to non-free group actions (cf §6.5 in [10])
and these `2-Betti numbers are multiplicative (cf Theorem 6.54 in [10]) hence we
may immediately extend the result of Theorem 1.2 to the over group Σn+1.

Corollary 1.3. The `2-Betti numbers of Σn+1 are trivial except in top dimension
where

χ(Σn+1) = (−1)nb(2)
n = (−1)n nn

(n + 1)!
.

The study of `2-cohomology is relatively recent and there are few groups where
such concrete information is available. In fact, most results concentrate on vanishing
theorems for the `2-Betti numbers. One notable computation is due to Davis and
Leary who computed the `2-cohomology of the right angled Artin groups (and
conjecturally all Artin groups) [5]. Our approach is modelled on a spectral sequence
argument they outline in their final section.

The fact that the `2-cohomology of Σn+1 is non-trivial contrasts with the fact
that the `2-cohomology of the braid groups is trivial [5]. The fact that it is con-
centrated in top dimension contrasts the fact that for closed hyperbolic manifolds
the `2-Betti numbers are trivial except in middle dimension (cf Theorem 1.62 in
[10]) while it is consonant with the recent result that for “very thick” buildings the
`2-cohomology is concentrated in top dimension [6].

The structure of this paper is as follows. In §§2–5 we describe the poset HTn,

review Möbius functions, and compute the Möbius function of ĤTn. In §6 we give
the full definition of PΣn and describe the connection between it and the poset
HTn. In §7 we quickly review the relevant facts about `2-cohomology, which we
then use in §8 to establish the `2-Betti number formulae.

We thank Mike Davis, Ian Leary, Thomas Schick and Derek Smith for their
helpful comments during the development of this paper.

2. Hypertrees

The notions of hypergraphs and hypertrees are natural generalizations of graphs
and trees, respectively. In this section we review the basic definitions and define a
partial ordering that turns the set of hypertrees on [n] into a poset.

Definition 2.1 (Hypergraphs and hypertrees). A hypergraph Γ is an ordered pair
(V,E) where V is the set of vertices and E is a collection of subsets of V each
containing at least two elements. An edge e ∈ E that contains i vertices is called
an i-edge, and the number of edges which contain a vertex v is called its degree.
When it is necessary to highlight the fact that Γ is not necessarily a graph, the
elements of E are sometimes called hyperedges. A walk in a hypergraph Γ is a
sequence v0, e1, v1, . . . , vn−1, en, vn where for all i, vi ∈ V , ei ∈ E and for each ei,
{vi−1, vi} ⊂ ei. If for every pair of vertices v and v′ there is a walk in Γ starting
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at v and ending at v′, then Γ is called connected. A walk is a cycle if it contains
at least two edges, all of the ei are distinct and all of the vi are distinct except
v0 = vn. A connected hypergraph with no cycles is called a hypertree. Notice that
the no cycle condition implies that distinct edges in Γ have at most one vertex in
common.

Remark 2.2 (Number of hypertrees). The number of elements in HTn had been
calculated both by Kalikow [9] and by Smith and Warme [17], and it grows quite
rapidly. For example, the number of hypertrees on the set [n] for n = 2, . . . , 9 are

1, 4, 29, 311, 4447, 79745, 1722681, 43578820 .

The general formula is |HTn| =
∑

k nk−1S(n − 1, k), where S(n, k) denotes the
Stirling numbers of second kind. See also the remark after Corollary 3.4.

The partial ordering on HTn closely resembles the partial ordering of the parti-
tion lattice.

Definition 2.3 (Hypertree poset). Let τ and τ ′ be two hypertrees on the set [n].
We say that τ ≤ τ ′ if each edge of τ ′ is contained in an edge of τ . We write τ < τ ′

if τ ≤ τ ′ but τ 6= τ ′. In Figure 4, A < B, B < C, B < D while C and D are
incomparable. The set of all hypertrees on [n] forms a poset which we denote HTn.
The poset HTn is a graded poset and the hypertrees at height i are precisely those
hypertrees with i + 1 edges. This number is called the rank of τ in [13] and [1].
Notice that HTn contains a unique minimal element (with height 0) that has only
a single edge containing all of [n]. This is the nuclear vertex of [13] and we denote

it by 0̂. At the other extreme HTn has as many maximal elements as there are
trees with vertex set labelled by [n], that is, there are nn−2 maximal elements.

One can restrict this poset by rank selection, in particular, by removing the

minimal element. Denote HTn\0̂ by HT[∞]
n . Lemma 6.5 explains why this notation

is not as unnatural as it may first appear.
One can extend HTn by adding a formal element 1̂, which lies, by definition,

above every element in HTn. Denote the resulting bounded poset by ĤTn.

Example 2.4 (HT4). The poset HT4 is illustrated in Figure 2. The letters used
to label an element of HT4 in Figure 2 are meant to indicate which of the trees
in Figure 4 this element resembles once the vertex labels are ignored. Thus the
four vertices labelled D represent trees isomorphic to the hypertree labelled D in
Figure 4 and the vertex labelled A, the nuclear vertex for HT4, represents unique
tree in HT4 with a single edge of size 4. Using this convention, all of the unlabelled
vertices in the top row should be labelled C and all of the unlabelled vertices in
the middle row should be labelled B. For another description of HT4 see Figure 8
in [13], and for a detailed description of HT5 see [1].

The structure of the posets ĤTn is well-suited to a recursive analysis because of
the following result.

Lemma 2.5 (Intervals). Let τ be a hypertree on the set [n].

(1) The half-open interval [τ, 1̂) is a direct product of hypertree posets, with one
factor of HTj for each edge in τ with size j.

(2) The interval [0̂, τ ] is a direct product of partition lattices, with one factor
Πj for each vertex in τ with degree j.
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A

D D D D

Figure 2. The poset HT4

Proof. The first result is immediate once it is realized that the hypertrees above τ
are obtained by replacing each hyperedge e with another hypertree on the set e, and
that these replacements are independent of each other. Similarly, the hypertrees
below τ in the ordering are obtained by merging the edges containing a common
vertex v according to some partition and these mergings can also be carried out
independently. �

Although we will not need it, we record the following general classification result.

Corollary 2.6. Let τ < τ ′ be elements of ĤTn. When τ ′ 6= 1̂, the interval [τ, τ ′] is

a direct product of partition lattices, and when τ ′ = 1̂ the interval [τ, τ ′] is a direct
product of hypertree posets with a new maximum element added to the result.

Definition 2.7 (Edge sizes). If τ is a hypertree on the set [n], let EdgeSizes(τ)
denote the multiset which records the sizes of the edges in τ . For example, the
hypertrees shown in Figure 4 have EdgeSizes(A) = {4}, EdgeSizes(B) = {2, 3},
and EdgeSizes(C) = EdgeSizes(D) = {2, 2, 2}.

Using this notation, the first part of Lemma 2.5 can be rewritten as follows. For
each τ ∈ HTn,

[τ, 1̂) =
∏

i∈EdgeSizes(τ)

HTi

We conclude this section by summarizing in Theorem 2.9 the main properties
of the hypertree posets that have previously been established. We first recall the
following definition.

Definition 2.8 (Cohen-Macaulay). A poset P is Cohen-Macaulay if its geomet-
ric realization |P| is Cohen-Macaulay. That is, for any closed simplex σ ⊂ |P|
(including the empty simplex)

H̃i(Lk(σ)) =

{
0 i 6= dim(|P|) − dim(σ) − 1

torsion free i = dim(|P|) − dim(σ) − 1

where the empty simplex has formal dimension = −1.

Theorem 2.9. For each n ≥ 1, the poset ĤTn is a finite, bounded, graded lattice
that is Cohen-Macaulay.

Proof. The posets ĤTn are easily seen to be finite and bounded, the grading by

ranks was first established by McCullough and Miller in [13]. That ĤTn is Cohen-

Macaulay was established in [1] by showing that ĤTn admits a recursive atom
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ordering, hence it is shellable, hence Cohen-Macaulay. Finally, the lattice property
was essentially established in [13]. Strictly speaking, McCullough and Miller only
showed that any subset of HTn which has an upperbound, also has a least upper

bound. This shows that joins in ĤTn are well-defined, but finite bounded posets
with well-defined joins or meets are always lattices [15, Proposition 3.3.1]. Viewing
the underlying objects as hypertrees — a different perspective than in [13] — makes
this argument more transparent. It is easy to see that the meet of two hypertrees
τ and τ ′ is well-defined by taking the union of the two sets of edges and then
combining edges when they overlap too much or when a series of them form a
cycle. The hypertree which results is clearly a lower bound for τ and τ ′ and just
as clearly a greatest lower bound since all of these operations are forced. �

As was commented in the proof above, McCullough and Miller did not view
HTn as a poset of hypertrees, but rather the results in Theorem 2.9 were originally
established for the poset of [n]-labelled bipartite trees [13]. In order to aid someone
working through the original literature we quickly describe how to convert between
the poset of hypertrees on [n] and the poset of [n]-labelled bipartite trees.

Definition 2.10 ([n]-labelled bipartite trees). An [n]-labelled bipartite tree is a
tree T together with a bijection from [n] to a subset of its vertex set such that the
image of [n] includes all of the vertices of valence 1 and for every edge in T exactly
one of its endpoints lies in the image of [n]. The vertices that lie in the image of
[n] are called labelled vertices and the others are called unlabelled vertices. Two
labelled bipartite trees are considered to be equivalent if there is a label preserving
graph isomorphism between them. Several [4]-labelled bipartite trees are shown in
Figure 3.

A =

1

2 3

4

C =
1 2 3 4

B =

1

2

3 4
D =

1

2
3

4

Figure 3. Examples of [4]-labelled bipartite trees.

The correspondence between [n]-labelled bipartite trees and hypertrees on [n]
comes from identifying unlabelled vertices in the bipartite trees with hyperedges
in the hypertrees. The hyperedge corresponding to an unlabelled vertex u is the
subset of [n] consisting of labels of the vertices connected to u. For example, in
Figure 3, the [4]-labelled bipartite tree labelled B is associated to the hypertree
two edges, {1, 2, 3} and {3, 4}. Conversely, a hypertree τ can be converted to an
[n]-labelled bipartite tree by starting with vertices labelled by [n] and then coning
off the vertices in each edge e in τ ; the cone point is then an unlabelled vertex. The
hypertrees corresponding to the [4]-labelled bipartite trees in Figure 3 are shown
in Figure 4.
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1

2 3

4
A=

1 2 3 4
C =

4

2

1
3B =

D = 4

1

3
2

Figure 4. Examples of hypertrees on [4].

McCullough and Miller define a partial ordering on [n]-labelled trees via the
following process. Let τ be an [n]-labelled bipartite tree with distinct edges e1

and e2 sharing a common labelled endpoint v and with unlabelled endpoints u1

and u2 respectively. If τ ′ is the tree obtained from τ by identifying the edges e1

and e2 as well as the vertices u1 and u2, then we say that the tree τ ′ is obtained
from τ by folding at v. The partial order is the transitive closure of this operation.
The collection of all [n]-labelled bipartite trees with this partial ordering is called
the Whitehead poset, denoted Wn [13]. To see that the Whitehead poset Wn is
isomorphic to the hypertree poset HTn, one simply notes that folding together
unlabelled vertices u1 and u2 corresponds to replacing the hyperedges corresponding
to u1 and u2 with a single hyperedge containing the union of their vertices. Thus
we have established:

Lemma 2.11. The Whitehead poset Wn is isomorphic to the hypertree poset HTn.

3. Exponential generating functions

Associated to the posets HTn are two multivariable generating functions, T and
R, whose properties capture the recursive natural of these posets. Throughout this
section we follow the notational conventions established in [9].

Definition 3.1 (Hypertree generating function). Let τ be a hypertree on the set
[n] and let λi denote the number of i-edges in τ . The weight of τ will be the

multivariate monomial Weight(τ) = uλ2
2 uλ3

3 · · ·uλn

n . In other words,

Weight(τ) =
∏

i∈EdgeSizes(τ)

ui .

Next, let Tn denote the polynomial which is the sum of Weight(τ) for all τ ∈ HTn,
and let T denote the exponential generating function for the polynomials Tn. In
other words T is a formal power series depending on variables t and uj , j ≥ 1 and

T =
∑

n≥1

Tn

tn

n!
.

For example, the polynomial for T4 is u4 + 12u2u3 + 16u3
2 since there is only one

hypertree with a single 4-edge (the one of type A), twelve hypertrees with one 2-
edge and one 3-edge (those of type B) and sixteen hypertrees with three 2-edges
(twelve of type C and four of type D). We have listed some values of Tn in Table 1.
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n Tn

1 1
2 u2

3 u3 + 3u2
2

4 u4 + 12u2u3 + 16u3
2

5 u5 + 20u2u4 + 15u2
3 + 150u2

2u3 + 125u4
2

Table 1. Tn for small values of n

Definition 3.2 (Rooted hypertree generating function). There are analogous poly-
nomials Rn which are obtained by summing the weights of all rooted hypertrees,
and there is an obvious relation between Tn and Rn, namely, Rn = n·Tn. When the
polynomials Rn are collected into an exponential generating function R, as above,
then R = t∂T

∂t
. The values of Rn for small n have been recorded in Table 2.

n Rn

1 1
2 2u2

3 3u3 + 9u2
2

4 4u4 + 48u2u3 + 64u3
2

5 5u5 + 120u2u4 + 75u2
3 + 750u2

2u3 + 625u4
2

Table 2. Rn for small values of n

The main result we need about R is the functional equation established by Louis
Kalikow in [9].

Theorem 3.3 (Kalikow). With R and uj defined as above, the following equation
holds in the ring of formal power series with commuting variables t, and uj, j ≥ 1.

R = tey where y =
∑

j≥1

uj+1
Rj

j!
.

When each variable uj is replaced with 1, the function R reduces to a formal

power series in t alone. Call this R(t) and notice that the coefficient of tn

n! in R(t)
counts the number of rooted hypertrees on the set [n]. In particular, Theorem 3.3
then reduces to the earlier result of W. D. Smith [17, Theorem 3.14].

Corollary 3.4 (W. D. Smith). The formal power series R(t) satisfies the equation

R(t) = teeR(t)−1 .

One method of deriving the Stirling number formula given in Remark 2.2 is to
apply Lagrange inversion to the equation in Corollary 3.4.

4. Möbius functions

In this section we use Möbius functions to establish a second, particularly nice,
specialization of Theorem 3.3. We begin with a quick review of zeta and Möbius
functions on posets.
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Definition 4.1 (Zeta and Möbius functions). Let P be a finite poset. The zeta
function for P is a function ζP : P × P → C where ζ(x, y) is 1 if x ≤ y in P and
0 otherwise. If the elements of P are linearly ordered in a manner consistent with
the poset ordering, then ζ can be represented as an upper triangular matrix with 1s
down the diagonal and 1s above the diagonal indicating the poset structure. The
Möbius function of P is the function µP : P × P → C represented by the inverse
of this matrix. Alternatively, it can be described as the unique function with the
properties (1) µP (x, x) = 1 for all x ∈ P , (2) µP (x, y) = 0 if x 6≤ y and

(3)
∑

z∈[x,y]

µP (x, z) = 0 for all x < y ;

dually, the Möbius function also has the property

(3′)
∑

z∈[x,y]

µP (z, y) = 0 for all x < y .

In order to complete our `2-cohomology calculation, the most important property
of Möbius functions is

Lemma 4.2 (Proposition 3.8.6 in [15]). Let P be a finite poset. Then

µ
P̂

(0̂, 1̂) = χ̃(|P |) .

In order to carry complete our Möbius function computations, we need to relate
the Möbius function of the interval [τ, 1̂] to the Möbius function of the posets into
which it can be factored (Lemma 2.5). For this, we use the idea of a sum function.

Definition 4.3 (Sum function). If P is a finite poset with a unique minimum el-

ement, then we define a sum function, s(P ) =
∑

x∈P µ(0̂, x) that simply adds up

all of the Möbius values which begin at the minimum element. Notice that if P̂ de-
notes the poset derived from P by the addition of a new maximum element, 1̂, then
µ

P̂
(0̂, 1̂) = −s(P ) by the third property of Möbius functions given in Definition 4.1.

The key property of sum functions is that they behave well with the taking of
direct products.

Lemma 4.4. If Pi, i ∈ [k] is a list of finite posets each with a unique minimal

element and Q =
∏k

i=1 Pi, then s(Q) =
∏k

i=1 s(Pi).

Proof. The proof is a standard manipulation of Möbius functions. In the equations
below we use the fact that Möbius function between two elements in a direct product
is a direct product of the Möbius functions taken coordinate by coordinate. See
[15, Proposition 3.8.2].

s(Q) =
∑

(x1,x2,...,xk)∈Q µQ(0̂, (x1, x2, . . . , xk))

=
∑

(x1,x2,...,xk)∈Q

∏k
i=1 µPi

(0̂, xi)

=
∏k

i=1

(∑
xi∈Pi

µPi
(0̂, xi)

)

=
∏k

i=1 s(Pi)

�

Definition 4.5 (Möbius numbers). For each hypertree τ on the set [n] let µτ be

an abbreviation for µ
ĤTn

(τ, 1̂) and let mτ be its absolute value. In the special case

where τ is the nuclear vertex in HTn, we abbreviate these numbers as µn and mn.
Similarly, we abbreviate s(P ) where P = [τ, 1̂) as sτ and s(HTn) as sn.
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Using Lemma 4.4 we can rewrite µτ in terms of the variables mj .

Lemma 4.6. If τ is a hypertree on the set [n] with r edges, then

µτ = (−1)n
∏

i∈EdgeSizes(τ)

(−mi) .

Proof. By the remark in Definition 4.1 and Lemma 4.4

−µτ = sτ =
∏

i∈EdgeSizes(τ)

si = (−1)r
∏

i∈EdgeSizes(τ)

µi .

Thus µτ and
∏

i∈EdgeSizes(τ) mi at least agree up to a sign. To analyze the sign

of µτ we first note that the sign of µi is (−1)i−1 because HTi is Cohen-Macaulay
and Möbius functions of Cohen-Macaulay posets alternate in sign [15, Proposi-
tion 3.8.11], or more directly, because the reduced Euler characteristic of a Cohen-
Macaulay poset is plus or minus the rank of its top dimensional homology, where
the sign is determined by the dimension. Thus µi = (−1)i−1mi. Next, an easy
induction shows that

∑
i∈EdgeSizes(τ)(i − 1) = n − 1. Putting this all together we

have
−µτ = (−1)r

∏

i∈EdgeSizes(τ)

µi

= (−1)r
∏

i∈EdgeSizes(τ)

(−1)i−1mi

= (−1)r+n−1
∏

i∈EdgeSizes(τ)

mi

= (−1)n−1
∏

i∈EdgeSizes(τ)

(−mi)

which completes the proof. �

The following Corollary is now immediate.

Corollary 4.7. If τ is a hypertree on [n], then the weight of τ with each variable
uj replaced by −mj is the same as the value of (−1)nµτ .

Using this we can show that the specialization of Tn at the numbers −mj is
particularly simple.

Lemma 4.8. If T ′
n denotes the number which results when for each j ≥ 1 the

variable uj in Tn is replaced with the number −mj, then T ′
n = (−1)n+1.

Proof. First note that the sum of µτ for all τ ∈ ĤTn is 0 by one of the defining
properties of Möbius functions, so that the sum of µτ for τ ∈ HTn is −µ

ĤTn

(1̂, 1̂) =

−1. Combining this fact with Corollary 4.7 gives

T ′
n =

∑

τ∈HTn


 ∏

i∈EdgeSizes(τ)

(−mi)


 = (−1)n

∑

τ∈HTn

µτ = (−1)n+1 .

�

Corollary 4.9. If T ′(t) and R′(t) denote the formal power series in t alone which
result when for each j ≥ 1, the variable uj is replaced with the number −mj, then
T ′(t) = 1 − e−t and R′(t) = te−t.
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Proof. By Lemma 4.8 and the definition of T , T ′(t) =
∑

n≥1(−1)n+1 tn

n! , which is

the formal power series for 1 − e−t. The evaluation R′(t) = te−t is then calculated
using the relation R = t ∂T

∂t
. �

5. The main combinatorial argument

We are now ready to establish our main combinatorial result.

Theorem 5.1 (Möbius function computation). For every n ≥ 0,

µ
ĤTn+1

(0̂, 1̂) = (−1)nnn−1

Proof. Let T ′(t), R′(t) and y′(t) denote the evaluations of T , R, and y where for each
j ≥ 1, the variable uj has been replaced with the number −mj . By Theorem 3.3,

R′(t) = tey′(t), and by Corollary 4.9, R′(t) = te−t. Thus t and −y′(t) must be equal
in the ring of formal power series. If we start with the formula which defines y′(t)
and we then replace each occurence of R′(t) in this formula with te−t we find that
the following equation must also hold.

(1) t =
∑

j≥1

mj+1
(te−t)j

j!

Writing out the formal power series on the right and equating coefficients, one sees
that there is a unique solution to this equation since the variable mj first occurs in
the coefficient of tj−1. In particular, we can write each mj in terms of the previous
mi’s and solve for them sequentially. Finally, the formula

(2) t =
∑

j≥1

jj−1 (te−t)j

j!

was established in [16, Equation (5.44), p.28] in the context of studying the re-
curvsive structures of rooted trees. Comparing Equations 1 and 2, we conclude
mj+1 = jj−1 for all j ≥ 1 is the unique solution. As was remarked in the proof
of Lemma 4.6, the sign of the Möbius function is easy to determine in any Cohen-
Macaulay poset, whence the formula. �

As a final remark, we note that Theorem 5.1 can be combined with Lemma 2.5
and the known Möbius functions for the partition lattices to determine the value

of µ
ĤTn

(τ, τ ′) for arbitrary τ and τ ′ in ĤTn.

6. The groups Σn+1,PΣn+1, and OPΣn+1

We now return to the motion groups under consideration. One needs to be
cautious in defining motion groups, so we recall the following definitions from [7].
Here Ln+1 denotes the unlinked, unknotted (n + 1)-component link and S3 is the
3-sphere.

(1) H(S3) is the space of self-homeomorphisms of the 3-sphere (compact-open
topology).

(2) H(S3, Ln+1) is the subspace of homeomorphisms φ with φ(Ln+1) = Ln+1

(with orientations preserved), for some fixed embedding of Ln+1 ↪→ S3.
(3) A motion of Ln+1 in S3 is a path µ : [0, 1] → H(S3) with µ(0) being the

identity and µ(1) ∈ H(S3, Ln+1).
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(4) Two motions µ and ν are equivalent if µ−1ν is homotopic to a stationary
motion, that is, a motion contained in H(S3, Ln+1).

The collection of motions of Ln+1 in S3 under the equivalence relation forms a
group denoted Σn+1. If one colors the (n + 1) components of Ln+1 then the color
preserving motions forms the pure motion group PΣn+1.

Collins proved that the cohomological dimension of PΣn+1 is n [3]; Gutiérrez
and Krstić have shown that PΣn+1 has a regular language of normal forms [8].

The group Σn+1 can also be presented as a group of free group automorphisms.
Let Fn+1 be a free group with fixed basis X = {x1, . . . , xn+1}. The symmetric au-
tomorphism group of Fn+1, isomorphic to Σn+1, consists of those automorphisms
that send each xi ∈ X to a conjugate of some xj ∈ X. The pure symmetric au-
tomorphism group (PΣn+1) is the index (n + 1)! subgroup of Σn+1 of symmetric
automorphisms that send each xi ∈ X to a conjugate of itself. Theorem 5.4 of [7]
establishes the isomorphism between the motion groups and the groups of automor-
phisms. If one does not restrict H(S3, Ln+1) to those homeomorphisms preserving
the orientations of Ln+1, then the resulting motion group is isomorphic to the sub-
group of free group automorphisms sending each xi to a conjugate of some x±1

j .
The quotient of this larger motion group by the group Σn+1 is the direct product
of (n + 1) copies of Z2.

The image of PΣn+1 in Aut(Fn+1) contains the inner automorphisms, hence one
can form the quotient of PΣn+1 by the inner automorphisms, which we denote
OPΣn+1. Our main cohomology argument is actually about OPΣn+1; Theorem 1.2
follows as a corollary.

In [13] McCullough and Miller introduced a family of contractible complexes that
admit actions by certain automorphism groups of free products. They construct in
particular a complex on which OPΣn acts cocompactly. The fundamental domain
for the action of OPΣn on this space is isomorphic to the geometric realization
of the poset HTn. There is a bit of translation necessary since McCullough and
Miller’s presentation is in terms of bipartite trees and the Whitehead poset (see the
remarks at the end of §2). We now define the complex and the action.

Definition 6.1 (Markings). A marking of a hypertree τ ∈ HTn+1 consists of a
basis of Fn+1, which we denote {y1, . . . , yn+1}, where the element yi is a conjugate
of xi ∈ X, and is associated with the vertex labelled i in τ .

Definition 6.2 (Marked automorphisms). An automorphism α ∈ PΣn+1 is carried
by a marked hypertree tree τ if:

(1) There is an element yi marking a vertex vi ∈ τ , and α(yi) = yi;
(2) For each vertex vj (j 6= i), α(yj) is a conjugate of yj via some power of yi;
(3) If vj and vk are in the same component of τ\{vi} then yj and yk are

conjugated by the same power of yi.

Definition 6.3 (MMn+1). The McCullough-Miller complex MMn+1 is the simpli-
cial realization of the poset of marked hypertrees on [n+1], modulo the equivalence
relation generated by identifying two such trees if there is an automorphism carried
by one that results in the other.

Theorem 6.4 (McCullough-Miller [13]). The complex MMn+1 is a contractible
complex of dimension n − 1.
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The group PΣn+1 acts on MMn+1 by permuting the markings. The fundamental
domain consists of the copy of |HTn+1| obtained by restricting to markings using
the basis X = {x1, . . . , xn+1}. It is a strong fundamental domain in the sense that
PΣn+1\MMn+1 ' |HTn+1|. Recalling the equivalence relation used in defining
MMn+1, it is clear that the group of inner automorphisms acts trivially on MMn+1,
hence the action of PΣn+1 yields an action of the quotient group OPΣn+1. In
Section 5 of [13], McCullough and Miller compute the simplex stabilizers under the
OPΣn+1-action. The stabilizer of a vertex in MMn+1, corresponding to a marked
hypertree τ , is Z

rk(τ), where rk(τ) is the number of hyperedges of τ minus one.
More generally, the stabilizer of any simplex σ is the stabilizer of the vertex of
smallest rank in σ. These results are recorded in the following lemma.

Lemma 6.5. The fundamental domain for the action of OPΣn+1 on MMn+1 is

isomorphic to the geometric realization |HTn+1|. Viewing HT
[∞]
n+1 as a subposet of

HTn+1 one sees that the singular set of simplices whose isotropy group is a non-

trivial finite rank free abelian group is |HT
[∞]
n+1|. The stabilizer of any simplex in

|HTn+1| that is not in |HT
[∞]
n+1| is trivial.

7. Background on `2-cohomology

We only sketch the background necessary to follow our arguments; see [10] for
additional background on `2-cohomology.

Let G be the fundamental group of a compact aspherical complex X (or more
generally an aspherical complex with finitely many cells in each dimension) so that

the chain complex C∗(X̃) consists of finitely generated ZG-modules. If `2(G) is the
Hilbert space of square-summable complex-valued functions on G, then `2(G) is a
G-module and the induced `2-cochain complex is

C∗(X, `2(G)) = HomZG(C∗(X̃), `2(G)) .

The orthogonal right action of G on `2(G) makes C∗(X, `2(G)) a chain complex of
Hilbert G-modules. If δi : Ci(X, `2(G)) → Ci+1(X, `2(G)) is the induced cobound-
ary map then the reduced `2-cohomology groups of G are defined to be

Hi(G) = Ker(δi)/Im(δi−1)

where the overline indicates one takes the closure of the image. The classic example
of a non-trivial `2-cocycle is the cocycle for the trivalent tree indicated in Figure 5.

Each Hilbert G-module V has an associated von Neumann dimension dimG(V )
where, for example, dimG(`2(G) ⊕ · · · ⊕ `2(G)︸ ︷︷ ︸

n copies

) = n. The `2-Betti numbers of G

are then defined using the von Neumann dimension b
(2)
∗ (G) = dimGH

∗(G). As was
mentioned in the introduction, while the `2-Betti numbers do not usually agree
with ordinary Betti numbers, their alternating sum agrees with the ordinary Euler
characteristic.

We use spectral sequences to calculate the `2-Betti numbers of PΣn+1, hence
we take a more algebraic perspective than what is described above. The group
von Neumann algebra N (G) is the algebra of G-equivariant bounded operators
from `2(G) to `2(G). As is discussed in §6 of Lück’s book [10], the category of
finitely generated Hilbert N (G)-modules is equivalent to the category of finitely
generated projective N (G)-modules. For us, this has the benefit of allowing one to
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Figure 5. An `2-cocycle on the trivalent tree

use techniques from ordinary group cohomology (with coefficients in the group von
Neumann algebra). In particular, we may appeal to the equivariant and Hochschild-
Serre spectral sequences. In the end, one loses control of the functional analytic
structure, but one can still compute the `2-Betti numbers, since the definition of von
Neumann dimension extends to arbitrary N (G)-modules (cf §6.5 in [10]). Further,
as we discuss in the next section, this is sufficient for computing the `2-cohomology
of these groups.

One can define `2-Betti numbers for arbitrary G-spaces, even spaces like MMn+1

where the action is not proper, by defining for any G-space X

b(2)
p (X;N (G)) = dimN (G)(H

G
p (X;N (G)))

where the singular homology HG
p (X;N (G)) is the homology of the N (G)-chain

complex N (G) ⊗ZG Csing
∗ (X).

The action of OPΣn+1 on MMn+1 has trivial or free abelian isotropy groups.
Since the `2-cohomology of Z

k is trivial, the following result shows we may compute
the `2-Betti numbers of OPΣn+1 by computing the equivariant `2-Betti numbers
for this action. (The lemma is a consequence of [10, Theorem 6.54.2].)

Lemma 7.1. Let X be a contractible G-CW-complex. Suppose that each isotropy

group Gx is finite or satisfies b
(2)
p (Gx) = 0 for p ≥ 0. Then b

(2)
p (G) = b

(2)
p (X;N (G))

for p ≥ 0.

8. The main cohomological argument

Davis and Leary outline an approach to the following result in §10.1 of [5]; a
more general result along these lines is proven by Davis, Januszkiewicz and Leary
in §3 of [4].

Theorem 8.1. Let G be a group of finite type admitting a cocompact action on
a contractible complex X, with strong fundamental domain F . Let X[∞] be the
subcomplex whose isotropy groups are infinite, and let F [∞] = F ∩ X[∞]. Assume
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(1) Each isotropy group Gx is trivial or satisfies b
(2)
p (Gx) = 0 for p ≥ 0; and

(2) The fundamental domain F is the cone over F [∞]

Then the von Neumann dimensions of H i(X;N (G)) and N (G)⊗H
i−1

(F [∞]) are
the same. If in addition to (1) and (2),

(3) G has no non-trivial element whose centralizer is finite index in G,

then

Hi(G) ' `2(G) ⊗ H
i−1

(F [∞]) .

We briefly outline the Davis-Januszkiewicz-Leary approach to this result. Given
conditions (1) and (2) on the action of G on X one can form a complex of spaces Y
based on the fundamental domain F . One can then apply a Leray, or generalized
Mayer-Vietoris, spectral sequence to compute cohomology. A careful analysis of
the resulting spectral sequence applied when the module is N (G) establishes that

the von Neumann dimensions of H i(X,N (G)) and H
i−1

(F [∞]) ⊗ N (G) are the
same. The dimension shift that occurs in this formula is natural, as one is essen-

tially working with the cohomology of the pair H i(|HTn+1|, |HT
[∞]
n+1|); by the long

exact sequence in cohomology this is isomorphic to H i−1(|HT
[∞]
n+1|) since |HTn+1|

is contractible. If condition (3) holds, then the von Neumann dimension of a finitely
generated Hilbert G-module determines the module (see §2.1 and 2.2 of [14] and
§9.1 in [10]), hence the concluding isomorphism.

Theorem 8.2. The `2-cohomology of OPΣn+1 is described by

Hi(OPΣn+1) ' `2(OPΣn+1) ⊗ H
i−1

(|HT
[∞]
n+1|) .

In particular, the `2-Betti numbers of OPΣn+1 are all trivial except in top dimen-
sion, where

χ(OPΣn+1) = (−1)n−1b
(2)
n−1 = (−1)n−1nn−1 .

Proof. It follows from the description in Lemma 6.5 that action of OPΣn+1 on
MMn+1 satisfies conditions (1) and (2) of Theorem 8.1. Thus we may compute the

`2-Betti numbers of OPΣn+1. Since |HT
[∞]
n+1| is Cohen-Macaulay (Theorem 2.9),

its cohomology is concentrated in top dimension. It follows that the ordinary Betti

numbers of |HT
[∞]
n+1| are trivial, except in top dimension, where the Betti number

is the absolute value of the reduced Euler characteristic χ̃
(
|HT

[∞]
n+1|

)
. Thus the

`2-Betti number b
(2)
n−1(OPΣn+1) equals the ordinary Betti number bn−1(|HT

[∞]
n+1|),

and the reduced Euler characteristic formula of Theorem 1.1 implies the formula
above.

Given the material presented so far one can best demonstrate that condition (3)
of Theorem 8.1 holds by noting first that OPΣn+1 is torsion free. If the centralizer
of some g ∈ OPΣn+1 (g 6= 1) was of finite index in OPΣn+1, then the `2-Betti
numbers of OPΣn+1 would be trivial. This follows since the `2-Betti numbers of
C(g) would be trivial (Corollary 8 in [5]) and `2-Betti numbers are multiplicative.

But we already know that b
(2)
n−1(OPΣn+1) = nn−1, hence (3) follows. �

If one defines OΣn+1 to be the quotient of Σn+1 by the inner-automorphisms,
it follows immediately from the fact that `2-Betti numbers are multiplicative that
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the `2-Betti numbers of OΣn+1 are also trivial except in top dimension, where they
are described by the amusing formula

b
(2)
n−1(OΣn+1) =

nn−1

(n + 1)!
.

We can now prove Theorem 1.2 using the short exact sequence

1 → Fn+1 → PΣn+1 → OPΣn+1 → 1 .

Since the `2-cohomology of the kernel and quotient are concentrated in top dimen-
sion, it follows from the Hochschild-Serre spectral sequence that the `2-cohomology
of PΣn+1 is concentrated in top dimension. (This use of the Hochschild-Serre spec-
tral sequence was inspired by the proof of 6.66 and 6.67 in [10].) Since the Euler
characteristic of PΣn+1 is the product of the Euler characteristics of Fn+1 and
OPΣn+1 [2, Prop 7.3], and χ(Fn+1) = −n, it follows that χ(PΣn+1) = (−1)nnn.
But because the alternating sum of the `2-Betti numbers gives the ordinary Euler
characteristic, it follows that

χ(PΣn+1) = (−1)nb(2)
n (PΣn+1) = (−1)nnn .
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