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0. Introduction

Let X be an irreducible, projective variety over a finite field k of characteristic p.
We write O, (or OX if we need to be more precise), for the structure sheaf of X. In
this paper we shall study categories of vector bundles over certain types of ringed
spaces (X,A).

Our main interest is the case in which X is a curve and A = O[G] for a finite
group G (so that A(U) is equal to the group ring O(U)[G] for each open subset
U of X). The reason for this is that vector bundles over such ringed spaces arise
naturally when one attempts to apply and extend the techniques of classical Galois
module theory in a geometrical setting. For example, the study of such vector
bundles underlies [Cha] and [A, Bu], as well as the function field results of [Bu,
Ch]. It is also related to the function field case of the work of Chinburg in [Ch],
and hence also to the subsequent work of Chinburg, Erez, Pappas and Taylor (see,
e.g., [Ch, E ,P, T1, 2]) concerning Galois structure invariants which are associated
to the de Rham cohomology of sheaves of differentials attached to tame covers of
schemes (see Remark 4.5.1). Despite this, as far as we are aware, there has until
now been no systematic study of the Grothendieck groups of the categories of such
vector bundles.

It should be noted at the outset that the study of module categories over such
ringed (X,A) spaces is in general rather complicated. For example, the algebra
of sections A(U) usually has a non-trivial Jacobson radical and so there are no
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analogues of the standard Wedderburn decomposition theorems. More importantly,
as X is not affine, several standard techniques used in the study of modules over
rings (e.g. Schanuel’s lemma, the Krull–Schmidt–Azumaya theorem and the de-
vissage theorems in algebraic K-theory (cf. [B], Chap. VIII, § 4)) cannot be ap-
plied in the same way as in the affine case (cf. [At], for example). Despite these
difficulties, our aim is to describe the Grothendieck groups of these categories
in a manner which is amenable to explicit computations in interesting arithmet-
ical contexts. Such attempts originate in [Cha] in the case that X is a curve and
A=O[G] for groups G with (p, #G)= 1. We shall, amongst other things, fur-
ther clarify the results of [Cha], and also extend them to deal with arbitrary finite
groups G.

An outline of the contents of this paper is as follows. The main purpose of
Section 1 is to give basic definitions and to collect together some elementary prop-
erties of the categories with which we shall be concerned. After some preliminary
remarks concerning coherent sheaves of algebras, sheaves of orders and categories
of bundles, we define and discuss the class group Cllf (A) of a coherent sheaf of
algebras A. (The superscript ‘lf ′ refers to the fact that the class group is defined
in terms of modules which are locally free, rather than locally projective.) In the
case that X is a curve, we describe a version of Quillen’s localisation theorem
which is valid in our context, and for coherent sheaves of commutative algeb-
ras A, we describe the connection between Cllf (A) and the Picard group Pic(A)

of A.
The first part of Section 2 is devoted to a fairly detailed analysis of the structure

of the Grothendieck group K
lf

0 (A) of the category of A-bundles on X. We begin
by defining a series of ‘kernel subgroups’ of Klf

0 (A). These subgroups give rise
to a natural decreasing filtration on K

lf

0 (A), and we investigate some properties of
this filtration. Next, we apply the results of Section 1 to give an idelic description
of Cllf (A) in the case that X is a curve and A is a sheaf of orders on X. We then
deduce a number of consequences of this description. For example, we apply the
idelic description to investigate Cllf (O[G]) in the case that p � #G. Our results in
this case clarify and extend those of Chapman in [Cha]. We conclude Section 2
by addressing the case in which A=O[G] for any finite Abelian group G. We
describe Pic(O[G]) in terms of the Picard scheme of X, and we show that the
‘kernel subgroups’ referred to above can be reinterpreted in terms of natural co-
inflation maps on K

lf

0 (O[G]).
We now restrict ourselves to the case in which A=O[G], where G is a cyc-

lic group of order pn. In Section 3, we describe Pic(O[G]) in terms of Serre’s
Witt vector cohomology (cf. [S1]), and we prove various functorial properties of
this description. These functorial properties occur repeatedly in applications to,
for example, Galois module theory. We then apply our techniques to describe
those elements of Cllf (O[G]) which arise from structure sheaves of unramified G-
covers Y →X. The results of this section clarify and go beyond those of
[A, Bu].
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1. Generalities

Let k be a finite field of characteristic p, and kc a fixed algebraic closure of k.

Throughout this paper, unless explicitly stated otherwise, X denotes an irredu-
cible, projective variety over k. A curve is an irreducible, non-singular projective
variety of dimension one over k. We write O (or OX if we need to be more precise)
for the structure sheaf of X, and we assume that k is equal to the field of constants
O(X) of X. We write K (or k(X) if we need to be more precise) for the function
field of X. Recall that, under the above assumptions, X has a unique generic point
η and K is by definition equal to the stalk of O at η. In addition, if U is any affine
open subset of X, then O(U) is an integral domain (a Dedekind domain if X is a
curve) and K is canonically isomorphic to its quotient field. We write X0 for the
set of closed points of X.

For any ring R we let Jac(R) denote its Jacobson radical. We recall that Jac(R)
is defined to be the intersection over all maximal left ideals of R, and so is in
fact a two-sided ideal of R. All modules are left modules, unless explicitly stated
otherwise. We write Bp(R) and Bf (R) for the categories of finitely generated
projective and finitely generated free R-modules respectively. We denote the group
of units of R by R∗.

In this section we shall give the basic definitions and collect together some basic
properties of the categories with which we are concerned.

1. SHEAVES OF ORDERS

Let A be a sheaf of rings on X, and write A for its generic stalk. We say that A
is a coherent sheaf of algebras, respectively a sheaf of orders, if it is a sheaf of
O-algebras which is coherent, respectively locally-free, when regarded as a sheaf
of O-modules. We observe that if A is a sheaf of orders, then there is an affine
open covering U of X such that for each U in U , the algebra of sections A(U) is an
O(U)-order in the finite dimensional K-algebra A in the sense of ([C,R1], § 23).

If V is any O-module we write Vx for the stalk of V at a point x of X.

DEFINITION 1.1. Let A be a coherent sheaf of algebras on X. We define the
radical R(A) of A to be the unique maximal sheaf of two-sided ideals of A which
is coherent as an O-module and is such that R(A)x ⊆ Jac(Ax) for all points x ∈ X.
We shall frequently write R instead of R(A).

Remark 1.2. If A is a coherent sheaf of algebras on any Noetherian scheme X,
then the existence of a sheaf R(A) as above may be shown as follows. The set
{Rj } of two-sided ideals of A which are coherent as O-modules and are such that
Rj,x ⊆ Jac(Ax) for all x ∈X is non-empty, since it contains the zero sheaf of
ideals. For each open subset U of X, let

∑
j Rj (U) denote the two-sided ideal

of A(U) generated by the set {Rj (U)}. Let R(A) be the subsheaf of A which is
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obtained by sheafifying the presheaf which has sections
∑

j Rj (U) ⊂ A(U) for
each open subset U of X. It remains to show that R(A) is a coherent O-module.
Since X is Noetherian, this follows because R(A) is a submodule of the coherent
O-module A. This last fact seems to be well known, but we were unable to find
a satisfactory reference and so we shall quickly sketch a proof. Let U = Spec(�)

be an open affine subset of X. For each index j , Rj |U is the sheaf M̃j associ-
ated to a finitely generated �-submodule Mj of A(U). It follows that R(A) |U
is the sheafification of the presheaf

∑
j M̃j , and hence is the sheaf associated

to the ideal
∑

j Mj of A(U) (cf. for example [D,Gr], I, (1.3.9)). This ideal is a
finitely generated �-module since A(U) is finitely generated and � is Noetherian
(since X is).

DEFINITION 1.3. Let A be a coherent sheaf of algebras on X, and let J (A) de-
note the maximal sheaf of two-sided ideals of A which is coherent as an O-module
and such that J (A)x ⊆ Jac(Ax) for all closed points x ∈X0. (The existence and
uniqueness of J (A) may be shown by an argument similar to that given for the
sheaf R(A) in the Remark 1.2).

Note that J (A) is defined in terms of just the closed points of X, while R(A)

is defined in terms of all of the points of X. The following result shows that if X is
a curve or A is a sheaf of orders, then R(A) is in fact equal to J (A).

For each non-negative integer i and each sheaf of two-sided ideals I of A we
write I i for the subsheaf of A which has stalks (Ix)i for each x ∈ X. (Here we use
the convention (Ix)0 = Ax for each x.)

LEMMA 1.4. Let A be a coherent sheaf of algebras on X, and set N := dimK(Aη).

(a) J (A)N is a torsion sheaf. Hence J (A)η ⊆ Jac(Aη).
(b) If X is a curve, then J (A) = R(A).
(c) If A is a sheaf of orders, then J (A) = R(A) and R(A)N is the zero sheaf.

Proof. We write J and R in place of J (A) and R(A), respectively.
If (J N)η = {0}, then Jη is nilpotent and so certainly belongs to Jac(Aη). To

prove (a) it therefore suffices to prove that J N is a torsion sheaf. Let T denote the
two-sided ideal of A for which Tx is equal to the Ox-torsion submodule of Ax for
each x ∈X. Set A1 := A/T and let J1 denote the image of J in A1. Then A1

is a coherent sheaf of algebras on X and J1 is a two-sided ideal of A1, coherent
as an O-module, and such that J1,x ⊆ Jac(A1,x) for each x ∈X0. By replacing A
and J by A1 and J1 we may therefore assume that A(U) is O(U)-torsion-free
for each affine open subset U of X. Under this condition, we need to prove that
J N(U) = {0} for each such U .

Let U = Spec(R), and set S :=A(U) and J :=J (U). Closed points of U cor-
respond bijectively to maximal ideals of R. If m is any such ideal, then the k-
algebra S/m is finitely generated and so Jac(S/m) is nilpotent. Let m> 0 be an
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integer such that Jac(S/m)m ={0}. Since J ⊆ Jm ⊆ Jac(Sm) and this projects into
Jac(Sm/mSm)= Jac(S/m), it follows that Jm ⊆ mS. This inclusion is valid for
all maximal ideals m of R, and we claim this implies that Jm = {0}. To show
this, we first observe that R is a Jacobson ring, that is, every prime ideal of R

is the intersection of a family of maximal ideals of R (see [Bo], Chap. V, § 3.4,
Def. 1 and Cor. 1). This implies that the intersection over all maximal ideals of
R is equal to its nilradical (cf. [Bo], Chap. V, §3.4, Prop. 3), and hence is equal
to {0} since R is a domain. It follows that f (Jm)={0} for any homomorphism
f ∈ HomR(S,R). However, if Jm is non-zero, then by extending any non-zero
element of Jm to a K-basis of the space S ⊗R K it is easy to produce a homo-
morphism f ∈ HomR(S,R) with f (Jm) �= {0}. It follows that Jm ={0} and hence
that J ⊆ Jac(Aη). Since Jac(Aη)

N = {0} with N equal to the K-dimension of Aη,
it follows that JN ={0}. This completes the proof of (a).

If X is a curve, then X=X0 ∪ {η}. Hence (a) implies that J (A)x ⊆ Jac(Ax)

for all x ∈ X, and so it is obvious that J (A) = R(A). This proves (b).
If A is a sheaf of orders, then there is an affine open covering U = {Ui} of X

such that each A(Ui) is a free O(Ui)-module, and hence embeds into Aη. Since
J N(Ui) is a submodule of A(Ui) which has zero image in Aη (by (a)) we must
have J N(Ui)={0}. For each x ∈ X it follows that (Jx)

N = (J N)x = {0} and hence
that Jx ⊆ Jac(Ax). Therefore J (A)=R(A) and so R(A)N is the zero sheaf. This
proves (c).

DEFINITION 1.5. If A is any coherent sheaf of algebras on X, then for each non-
negative integer i we write A(i)

ss for the coherent sheaf of algebras which has stalks
Ax/(Rx)

i for each x ∈ X. We write Ass in place of A(1)
ss .

EXAMPLES 1.6. (a) Let G be a finite group and let A denote the sheaf of or-
ders O[G]. Then A = O ⊗k k[G], and for each integer i � 0 one has R(A)i =
O⊗k Jac(k[G])i and A(i)

ss = O⊗k (k[G]/Jac(k[G])i) (see the proof of Lemma 1.8
below). In particular, Ass(X) is a semisimple k-algebra.

(b) The following example was shown to us by D. Grayson. Let X = P1
k. Let A be

the subsheaf of the constant sheaf of 2 × 2-matrices over k(X) which is defined by

A =
(

O O(1)
O(−1) O

)
.

Then A is a sheaf of orders. Also, Jac(Ax) = 0 for each x ∈ X so that R(A) = {0}
and hence A(i)

ss = A for each integer i � 0. In particular, the k-algebra Ass(X) =
A(X) is not semisimple.

The above examples prompt us to make the following definition.

DEFINITION 1.7. We shall say that a sheaf of A-modules V is isotrivial if

V(U) = O(U) ⊗k V(X)
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for each open subset U of X. Observe that the sheaf A = O[G] of Example 1.6(a)
is isotrivial, while the sheaf considered in Example 1.6(b) is not.

If a coherent sheaf of algebras is isotrivial, then it is a sheaf of orders. Our
next result describes certain key properties of isotrivial sheaves of algebras (and in
particular proves all claims in Example 1.6(a)).

For any positive integer n, we let kn denote the unique extension of k of degree n
in kc, we set Xn := X×k kn, and we let fn : Xn → X denote the natural morphism.
Since there are no non-commutative finite division rings, there is a finite index
set I , and strictly positive integers n(i) and m(i) for each i ∈ I such that the
Wedderburn decomposition of the semisimple k-algebra A(X)/Jac(A(X)) has the
form

A(X)/Jac(A(X)) ∼=
∏
i∈I

Mn(i)(km(i)). (1.1)

LEMMA 1.8. Let A be any isotrivial sheaf of algebras on X, and set J :=
Jac(A(X)).

(a) If i is any non-negative integer, then R(A)i = O ⊗k J
i and A(i)

ss
∼= O ⊗k

(A(X)/J i).
(b) The k-algebra Ass(X) is isomorphic to A(X)/J and is therefore semisimple.

If (1.1) is the Wedderburn decomposition of Ass(X), then

Ass
∼=
∏
i∈I

Mn(i)((fm(i))∗OXm(i)
), (1.2)

where here Mn(i)((fm(i))∗OXm(i)
) denotes the sheaf on X whose sections over any

open subset U are the elements of the matrix ring Mn(i)(OXm(i)
(f −1

m(i)U)).
Proof. We set R1 :=O⊗kJ , S :=A(X)/J and R :=R(A). All claims in (a) fol-

low easily if we can show that R=R1. But the inclusion R1 ⊆R is clear since J is
nilpotent and, on the other hand, Lemma 1.4(c) implies that R(U)⊆ Jac(A(U)) for
each open subset U of X. It is therefore sufficient to prove that Jac(A(U))⊆R1(U),
or equivalently that Jac(A(U)/R1(U))={0}, for each affine open subset U of X.
Note that the decomposition (1.1) induces an isomorphism

A(U)/R1(U) ∼= O(U) ⊗k S

∼=
∏
i∈I

Mn(i)(O(U) ⊗k km(i))

so that

Jac(A(U)/R1(U)) ∼=
∏
i∈I

Mn(i)(Jac(O(U) ⊗k km(i))) (1.3)

(cf. [C, R1], Prop. 5.14). It is thus sufficient to prove that Jac(O(U) ⊗k km(i)) =
{0}, and this follows by an argument similar to that used in the proof of Le-
mma 1.4(a).



GROTHENDIECK GROUPS OF BUNDLES ON VARIETIES OVER FINITE FIELDS 257

We have now proved (a). Since (by our standing assumption) k=O(X), the first
claim in (b) follows immediately from (a). Finally we observe that (1.2) follows
from the isomorphisms

Ass
∼= O ⊗k S

∼=
∏
i∈I

O ⊗k Mn(i)(km(i))

∼=
∏
i∈I

Mn(i)((fm(i))∗OXm(i)
).

2. CATEGORIES OF -BUNDLES

Let A be a coherent sheaf of algebras on X. We let Coh(A) denote the full sub-
category of the category of A-modules which has as objects those A-modules for
which the underlying O-module is coherent. If V belongs to Coh(A) then, since
X is Noetherian, the restriction of V to any affine open subset U of X is the sheaf
associated to a finitely generated A(U)-module.

DEFINITION 2.1. (a) An object V of Coh(A) is a (left) projective A-bundle if Vx

is a projective Ax-module for each x ∈X. We let Blp(A) denote the full subcat-
egory of Coh(A) consisting of projective A-bundles.

(b) An object V of Blp(A) is a (left) A-bundle if it is a locally free A-module
of constant rank. This means that Vx is a free Ax-module of fixed rank for each
x ∈ X. We let Blf (A) denote the full subcategory of Blp(A) consisting of A-
bundles. The rank of an A-bundle V is the Ax-rank of Vx for any (and therefore
every) x ∈ X. For each natural number n we let Bn(A) denote the full subcategory
of Blf (A) which has as objects those A-bundles which are of rank n.

Our current investigations have been principally motivated by the results and
techniques of classical Galois module theory, and accordingly the main focus of
this paper concerns categories of the form Blf (A) rather than Blp(A).

DEFINITION 2.2. For each V ∈ Coh(A) and each integer i � 0 we let V (i)
ss denote

the A(i)
ss -module A(i)

ss ⊗A V , and we write Vss in place of V (1)
ss .

LEMMA 2.3. (a) Let n be a natural number. If V ∈ Bn(A), then V (i)
ss ∈ Bn(A(i)

ss )

for any integer i � 1.
(b) Suppose that X is a curve. For each point x ∈ X0, let πx be a uniformiser of

the discrete valuation ring Ox , and let i be any positive integer which is such that
Jac(Ax)

i ⊆ πxAx for all x ∈ X0. If V (i)
ss ∈ Blf (A(i)

ss ), then V ∈ Blf (A).
Proof. The key point here is that A(i)

ss,x = Ax/(Rx)
i for each x ∈ X.

Claim (a) follows from the fact that if Vx is a free Ax-module, then V (i)
ss,x is a

free A(i)
ss,x-module of the same rank.
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To prove (b) we recall that (Rx)
i ⊆ Jac(Ax)

i for each x ∈ X0. Hence, it may
be shown by a standard argument involving Nakayama’s lemma that if V (i)

ss,x is
free as an A(i)

ss,x-module, then Vx is a free Ax-module of the same rank (cf. [C,R1]
(30.11)).

We shall have need of the following result, which is an immediate consequence
of ([Gi], Chap. III, Cor. 2.5.2(I)).

LEMMA 2.4. For each natural number n there is a canonical bijection between
the set of isomorphism classes of objects in Bn(A) and the pointed set
H 1(XZar,GLn(A)) under which the isomorphism class of An corresponds to the
distinguished element of H 1(XZar,GLn(A)).

We shall also use the following ‘symmetrisation lemma’.

LEMMA 2.5. For each object F of Coh(A) there exists an A-bundle V and a
surjective morphism V −→ F in Coh(A).

Proof. Since X is projective there is a finite direct sum of twisted structure
sheaves P and a surjection P →F of O-modules ([H], Chap. II, (5.18)). By tensor-
ing (over O) with A we obtain a surjective map τ : A ⊗ P → A ⊗ F in Coh(A),
where A ⊗ P ∈ Blf (A).

Next, we observe that, for each x ∈ X, we have a surjection δx : Ax ⊗ Fx →
Fx given by

∑
j αx,j ⊗ fx,j �→ ∑

j αx,j (fx,j ), (αx,j ∈ Ax, fx,j ∈ Fx). We let
δ : A ⊗ F → F denote the unique surjection in Coh(A) which induces the maps
δx on stalks. The surjective map which we seek is then given by the composite
δ ◦ τ : A ⊗ P → F .

Finally, we record the following important fact.

LEMMA 2.6. The subcategory Blf (A) is cofinal in Blp(A).
Proof. We must show that for any object V1 of Blp(A) there exists an object V2

of Blp(A) such that the direct sum of V1 and V2 belongs to Blf (A).
It follows from Lemma 2.5 that there exists an A-bundle P and a surjective map

of A-modules P → V1. Letting V2 denote the kernel of this morphism, one has a
short exact sequence in Coh(A)

0 −→ V2 −→ P −→ V1 −→ 0.

Let x ∈X. Since V1,x is a projective Ax-module, the associated short exact se-
quence of stalks is split and so there is an isomorphism of Ax-modules between
V2,x ⊕ V1,x and Px . Since Px is a free Ax-module of rank independent of x, it
follows that V2 is a projective A-bundle and that V2 ⊕ V1 is an A-bundle.
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3. ALGEBRAIC K-GROUPS

Suppose that A is a coherent sheaf of algebras on X. In this section we discuss some
relevant properties of the algebraic K-groups which are attached to categories of
the form Blf (A) and Blp(A).

We remark that the categories Blf (A) and Blp(A), and also Bf (R) and Bp(R)

for any ring R are all exact categories in the sense of [Q] (when endowed with
the usual notion of exact sequence in each case). For each integer i � 0, we may
therefore let Klf

i (A),K
lp

i (A),K
f

i (R) and Ki(R) denote the Quillen K-groups in
dimension i of the categories Blf (A), Blp(A), Bf (R) and Bp(R), respectively.
When i = 0, each of the above K-groups coincides with the Grothendieck group
of the respective category (cf. [Q], § 2, Th. 1). We recall also that, by Gersten’s
cofinality theorem (cf. [G]), the natural ‘forgetful’ morphism K

f

i (R) → Ki(R) is
bijective if i > 0 and injective if i = 0.

We write A for the generic stalk of A.

DEFINITION 3.1. (a) The class group Cllf (A) of the category Blf (A) is defined
to be the kernel of the composite map K

lf

0 (A) → K
f

0 (A)
∼= Z, where the first map

is induced by taking generic stalks, and the second map is induced by taking ranks
over A. Note that this composite map is canonically split (by the map sending 1 to
the class of A) and so one can also regard Cllf (A) as being the quotient of Klf

0 (A)

by the subgroup generated by (A).
(b) The class group Cllp(A) of the category Blp(A) is defined to be the kernel

of the map K
lp

0 (A) → K0(A) which is induced by taking generic stalks.

Remark 3.2. If A is a sheaf of orders, then there is an important distinction
between the group Cllf (A) and classical locally free class groups. To describe this,
for each affine open subset U of X, we let Blf (A(U)) denote the full subcategory
of Bp(A(U)) which has as objects those modules M such that M ⊗O(U) Ox is
a free Ax-module for all x ∈ U . The reduced class group SK0(B

lf (A(U))) of
the category Blf (A(U)) is defined to be the kernel of the map K0(Blf (A(U))) →
K0(A) given by extension of scalars. Let B

lf

1 (A(U)) denote the category of locally
free, rank one A(U)-modules.

If O(U) is a Dedekind domain and A(U) is an O(U)-order in a separable K-
algebra, then each element of SK0(B

lf (A(U))) is of the form (V(U)) − (A(U))

for some V(U) ∈ B
lf

1 (A(U)). Moreover, following Jacobinski, it is possible to
describe the addition law of the group SK0(B

lf (A(U))) solely in terms of opera-
tions on elements of B

lf

1 (A(U)) (cf. [C, R2] § 49, especially 49.10-11 and 49.15).
However, whilst the group Cllf (A) defined above is a natural analogue of each
group SK0(B

lf (A(U))), it is not in general possible to describe it solely in terms
of rank one A-bundles unless X has dimension one.

We now introduce a useful class of algebras.
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DEFINITION 3.3. We say that a coherent sheaf of algebras A is of Swan-type if
the following condition is satisfied: an object V of Blp(A) belongs to Blf (A) if
and only if Vη is a free A-module.

EXAMPLES 3.4. Let X be a curve. A coherent sheaf of algebras A is of Swan-
type if it is commutative ([C, R1], Prop. 35.7), or if Ax is a maximal Ox-order in
A for each x ∈ X0 (ibid., Th. 26.24(iii)), or if A = O[G] for a finite group G

(cf. ibid., Th. 32.1). Note that the last reference is to a well-known and much used
result of Swan, and this motivated our choice of terminology.

LEMMA 3.5. Let A be a coherent sheaf of algebras on X.
(a) The natural homomorphism K

lf

0 (A) → K
lp

0 (A) is injective if X is a curve
or if A is of Swan-type.

(b) Suppose that A is of Swan-type. Then the natural homomorphism K
lf

0 (A) →
K

lp

0 (A) restricts to give an isomorphism Cllf (A) � Cllp(A).
Proof. (a) Let V1 and V2 be any objects of Blf (A) which have the same image

under the natural map K
lf

0 (A) → K
lp

0 (A). Then there are objects P1,P2, and P3

of Blp(A) which fit into short exact sequences

0 → P1 → P2 ⊕ Vi → P3 → 0

in Blp(A) for both i = 1 and i = 2 (cf. [C, R2], (38.20)). Since Blf (A) is cofinal
in Blp(A) we may choose objects P ′

2 and P ′
3 of Blp(A) such that both P ′

3 ⊕ P3

and P ′
2 ⊕ P ′

3 ⊕ P2 belong to Blf (A). Now consider the short exact sequences

0 → P ′
2 ⊕ P1 → (P ′

2 ⊕ P ′
3 ⊕ P2) ⊕ Vi → P ′

3 ⊕ P3 → 0 (3.1)

for i = 1, 2. It follows from these sequences that in order to prove that V1 and V2

have the same class in K
lf

0 (A), it suffices to show that P ′
2 ⊕P1 belongs to Blf (A).

Now for each x ∈ X, the short exact sequence of stalks associated to (3.1) is
split. In particular, by applying the Krull–Schmidt–Azumaya theorem (see [C, R1],
Th. 6.12) to the algebra A, we deduce that (P ′

2 ⊕ P1)η is a free A-module. If A is
of Swan-type, then it follows that P ′

2 ⊕ P1 belongs to Blf (A), as required. On the
other hand, if X is a curve, then each stalk Ox is a discrete valuation ring, and so
(loc. cit., Th. 6.12(ii)) can be applied in conjunction with (loc. cit., Prop. 30.17) to
deduce that (P ′

2 ⊕ P1)x is a free Ax-module, and hence that P ′
2 ⊕ P1 belongs to

Blf (A).
(b) It is clear that the natural injection K

lf

0 (A)→K
lp

0 (A) restricts to give an
injection Cllf (A) → Cllp(A), and for the remainder of this argument we identify
Cllf (A) with its image under this injection. We therefore only need to prove that
any element in Cllp(A) belongs to Cllf (A).

Any element c of Klp

0 (A) has the form (L1) – (L2) for projective A-bundles L1

and L2. If c belongs to Cllp(A), then (L1,η) = (L2,η) ∈ K0(A) and this implies,
via ([C, R2], 38.20) and the Krull–Schimdt–Azumaya theorem, that the projective
A-modules L1,η and L2,η are isomorphic.
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By Lemma 2.6, there exists a projective A-bundle L such that L1 ⊕ L is an
A-bundle. It follows that L2 ⊕ L is a projective A-bundle with generic stalk iso-
morphic to the free A-module L1,η ⊕ Lη = (L1 ⊕ L)η. Since A is of Swan-type it
follows that L2⊕L is an A-bundle. But in Cllp(A) one has c= (L1⊕L) – (L2⊕L),
and hence we deduce that c ∈ Cllf (A).

Remark 3.5.1. (a) Note that the proof of Lemma 3.5(a) actually shows that the
natural homomorphism K

lf

0 (A) → K
lp

0 (A) is injective whenever Blf (A) is closed
under the formation of kernels in Blp(A).

(b) At this stage, we have introduced hypotheses of isotriviality and of being of
Swan-type on sheaves of algebras A. Some of the key results of this paper actually
require neither hypothesis (see for example Theorems 3.11 and 5.2). However, in
some other cases, we shall impose the condition of isotriviality in order to facilitate
the study of the effect of replacing A by the sheaf Ass of semisimple algebras, and
to define and study a version of the projective Euler characteristic construction in-
troduced by Chinburg in [Ch]. We shall impose the condition of being of Swan-type
in order to allow passage from sheaves of semisimple algebras to sheaves of com-
mutative algebras by means of Lemma 3.5 and arguments involving Morita theory.
At the moment, we do not know whether similar reductions can be formulated and
studied without imposing such hypotheses.

For any coherent sheaves of algebras A and B on X we shall let Coh(A,B)
denote the category of coherent O-modules which possess actions of A on the left
and of B on the right which commute in the obvious sense. We shall make use of
the following examples.

EXAMPLE 3.6. For each natural number n, we let Mn(A)◦ denote the sheaf on X

for which Mn(A)◦(U) is equal to the opposite ring of the ring of n × n-matrices
over A(U) for each open subset U of X. If P denotes the direct sum of n copies of
A, then there is an isomorphism between Mn(A)◦ and the sheaf HomA(P,P) and
so P ∈ Coh(A,Mn(A)).

Another example is the sheaf Q :=HomA(P,A) which belongs to
Coh(Mn(A),A). For each V ∈ Coh(Mn(A)) and W ∈ Coh(A) we may therefore
define

GP(V) := P ⊗Mn(A) V ∈ Coh(A),

FP (W) := Q ⊗A W ∈ Coh(Mn(A)).

We obtain in this way covariant functors

GP : Coh(Mn(A)) → Coh(A),

and

FP : Coh(A) → Coh(Mn(A)).
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LEMMA 3.7. (a) The functors GP and FP are mutually inverse.

(b) Choose V ∈ Coh(Mn(A)). Then V ∈ Blp(Mn(A)) if and only if GP (V) ∈
Blp(A). If V ∈ Blf (Mn(A)), then GP(V) ∈ Blf (A).

Proof. This will follow by a standard Morita equivalence type argument.
To prove (a) we must show that if V ∈Coh(Mn(A)) and W ∈Coh(A), then

FP(GP(V)) ∼= V in Coh(Mn(A)) and GP(FP (W)) ∼= W in Coh(A). We recall
that FP(GP(V)) and GP (FP(W)) are the sheaves which are associated to the
presheaves FP (GP(V))′ and GP(FP(W))′ defined by

FP(GP (V))′(U) = HomA(U)(P(U),A(U)) ⊗A(U)

(
P(U) ⊗Mn(A)(U) V(U)

)
and

GP(FP (W))′(U) = P(U) ⊗Mn(A)(U)

(
HomA(U)(P(U),A(U)) ⊗A(U) W(U)

)
for each affine open subset U of X.

We let θ : FP (GP(V))′ →V and ψ : GP(FP (W))′ →W denote the presheaf
morphisms which on each affine open subset U of X satisfy

θ(λ ⊗ π ⊗ v) = λ(π)(v)

and

ψ(π ⊗ λ ⊗ w) = λ(π)(w)

for each π ∈ P(U), λ ∈ HomA(U)(P(U),A(U)), v ∈ V(U) and w ∈ W(U).
The standard Morita equivalence arguments (cf. [C, R1] (3.54)) imply that θ

and ψ induce isomorphisms on stalks for each x ∈ X. They therefore induce iso-
morphisms between FP(GP(V)) and V in Coh(Mn(A)) and between GP(FP(W))

and W in Coh(A), respectively.
Choose x ∈ X. Then the functor N �→ Px ⊗Mn(Ax) N induces an equivalence

between the categories of finitely generated projective Mn(Ax)-modules and of
finitely generated projective Ax-modules, and sends free Mn(Ax)-modules to free
Ax-modules. In conjunction with (a), this proves (b).

PROPOSITION 3.8. Suppose that A is a coherent sheaf of algebras on X. Let n
be a natural number, and let P denote the direct sum of n copies of A. Then for
each integer i � 0, the functor GP induces a morphism

Gi
A,n : Klf

i (Mn(A)) → K
lf

i (A).

(a) If X is a curve, or Mn(A) is of Swan-type, then G0
A,n is injective.

(b) If A is of Swan-type, then G0
A,n

restricts to give an isomorphism

Cllf (Mn(A)) → Cllf (A).

Proof. The existence of the morphisms Gi
A,n

is a direct consequence of Le-
mma 3.7.
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Now set B := Mn(A). Then Lemma 3.7 implies that the functors FP and GP
induce an equivalence of categories between Blp(B) and Blp(A). Since the higher
algebraic K-theory functors are invariants of categories, it follows that there are
induced isomorphisms

µi : Klp

i (B) ∼→K
lp

i (A)

for each i � 0. In particular, there is a commutative diagram

K
lf

0 (B) −→ K
lp

0 (B)�G0
A,n

�µ0

K
lf

0 (A) −→ K
lp

0 (A),

where the two horizontal arrows represent the obvious natural maps. Part (a) thus
follows from the fact that if X is a curve, or B is of Swan-type, then Lemma 3.5(a)
implies that the upper horizontal arrow is injective.

To prove part (b), we first observe that if A is of Swan-type, then so is B. In
order to show this, suppose that V is an object of Blp(B) for which Vη is a free Bη-
module. We must show that V belongs to Blf (B). Now V1 := GP(V) belongs to
Blp(A), and V1,η is isomorphic to (Pη)

m for some integer m. Since A is assumed
to be of Swan-type, it follows that the Ax-module V1,x is isomorphic to (Px)

m

for each x ∈ X. Standard Morita theory now implies that the Bx-module Vx is
isomorphic to (Bx)

m, and since this is true for all x ∈ X, it follows that V belongs
to Blp(B), as required.

It now follows from part (a) that G0
A,n is injective. By applying Lemma 3.5(b)

to both A and B, we see that we therefore only need to prove that G0
A,n

(Cllp(B)) =
Cllp(A). This last equality follows easily from Lemma 3.7.

Let A be an isotrivial sheaf of orders. If Ass(X) is semisimple and for example
X is a curve, then Lemma 1.8(b) and Proposition 3.8(a) together reduce the study of
Ass-bundles to the study of bundles over isotrivial sheaves of commutative orders.
Our next result further reduces this case to the study of bundles on affine covers
of X.

For each coherent sheaf of commutative algebras A on X we let fA :Spec(A) →
X denote the corresponding affine spectrum (cf. [D, Gr], Chap. 1, § 9). Note that
in general, Spec(A) is not irreducible. Let Bn(OSpec(A)) denote the category of
OSpec(A)-modules which are locally free of constant rank n. We set

Pic(A) := H 1(X,A∗);
thus Pic(A) is the Picard group of the ringed space (X,A) (cf. [H], p.143).

PROPOSITION 3.9. Let A be a coherent sheaf of commutative algebras on X.
Then, for each natural number n, the direct image functor (fA)∗ induces an equi-
valence of categories between Bn(OSpec(A)) and Bn(A). If X is a curve, then the
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determinant map detA(−) : Blf (A) → B1(A) induces an isomorphism Cllf (A)
∼→

Pic(A). In particular, if V ∈ B1(A) then (V) = 0 ∈ Cllf (A) if and only if V is
isomorphic to A.

Proof. We first note that it is well known that, since A is a coherent sheaf of al-
gebras on X, the bijection of Lemma 2.4 preserves the underlying group structures
in the case n= 1.

Next, we recall that the direct image functor (fA)∗ induces an equivalence of
categories between the category of coherent sheaves on Spec(A) and Coh(A), and
that an inverse to (fA)∗ can be described in the following way. For each object
F of Coh(A) there is a unique coherent OSpec(A)-module gAF such that for each
affine open subset U of X, the restriction of gAF to f −1

A (U)(∼= Spec(A(U))) is
the sheaf which is associated to the A(U)-module F(U). Then the functor gA
defined by F �→ gAF is inverse to (fA)∗ (cf. [D, Gr], Chap. 1, § 9). The following
sublemma gives a proof of the first part of Proposition 3.9.

SUBLEMMA 3.9.1. Let n be a natural number. Then (fA)∗ induces an equival-
ence of categories between Bn(OSpec(A)) and Bn(A).

Proof. If F belongs to Bn(A), then for each x ∈X0 there is an affine open
neighbourhood Ux of x such that F(Ux) is a free A(Ux)-module of rank n. This
in turn implies that gAF is a vector bundle on Spec(A) of constant rank n, since
{f−1

A (Ux) : x ∈ X0} is an affine open covering of Spec(A) and, for each x ∈ X0,
the restriction of gAF to f −1

A (Ux) is the sheaf which is associated to F(Ux).
We must also show that if V is any bundle on Spec(A) which has rank n, then

(fA)∗V belongs to Bn(A). Now, for each x ∈ X0 there is a natural isomorphism

((fA)∗V)x ∼=
⊕

y∈f−1
A (x),

Vy

of Ax-modules (cf. for example, [H], Chap. 3, Cor. 12.9). Thus, since (fA)∗
OSpec(A)

∼= A this implies that ((fA)∗V)x is indeed a free Ax-module of rank n.

We now restrict ourselves to the case in which X is a curve. In this case each
connected component of Spec(A) is Noetherian, of dimension one and possesses
ample line bundles and so there is an isomorphism

K0(Spec(A)) ∼= Zπ0(Spec(A)) ⊕ Pic(Spec(A))

given by

(V) �→ (
rank(V), (detOSpec(A)

V)
)

(cf. [Fu, L], Chap. V, Cor. 3.10 and Chap. III, Th. 1.7). We let (gA)∗ denote the
homomorphism K

lf

0 (A) → K0(Spec(A)) which is induced by the functor gA.
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SUBLEMMA 3.9.2. Suppose that X is a curve. Then the composite map

K
lf

0 (A)
(gA)∗→ K0(Spec(A))

∼→ Zπ0(Spec(A)) ⊕ Pic(Spec(A))

is injective and has image Z ⊕ Pic(Spec(A)).
Proof. The only point which requires an argument is the claim that (gA)∗ is

injective. To show this, we use the fact that for any locally free sheaf F on Spec(A)

there is a locally free sheaf F ′ on Spec(A) such that F ⊕ F ′ has constant rank.
Suppose that F1 and F2 are A-bundles with (gAF1) = (gAF2) ∈ K0(Spec(A)).

Then there are locally free sheaves P1, P2 and P3 on Spec(A) and short exact
sequences of OSpec(A)-modules

0 → P1 → P2 ⊕ gAFi → P3 → 0

for both i = 1 and i = 2 (cf. [C, R2], (38.20)). Choosing locally free sheaves P ′
3

and P ′
2 on Spec(A) such that P ′

3 ⊕P3 and P ′
2 ⊕ P ′

3 ⊕ P2 both have constant rank,
there are therefore short exact sequences of OSpec(A)-modules

0 → P ′
2 ⊕ P1 → (

P ′
2 ⊕ P ′

3 ⊕ P2
)⊕ gAFi → P ′

3 ⊕ P3 → 0

for both i = 1 and i = 2 in which all terms are locally free of constant rank. Ap-
plying (fA)∗ to these sequences (and using Sublemma 3.9.1) gives two short exact
sequences of A-bundles which together imply that (F1) = (F2) ∈ K

lf

0 (A).

The injective map of Sublemma 3.9.2 restricts to give an isomorphism Cllf

(A) � Pic(Spec(A)), and so one need only show that the bijection Pic(A)
∼→

Pic(Spec(A)) which is induced by the functor gA respects the underlying group
structures (i.e. that it commutes with taking tensor products). This is in turn an
easy exercise which we leave to the reader.

This completes the proof of Proposition 3.9.

To end this section, we describe a version of Quillen’s localisation theorem
which is valid in the case that X is a curve. We then describe an easy consequence
of this theorem which will be very important in subsequent sections.

In the remainder of this section X is a curve, and A is a sheaf of orders on X.
Let x ∈ X0. We write Ox̂ for the completion of the discrete valuation ring Ox .
Since x is a specialisation of η, there is a natural map from Ox to K, and we set
Kx̂ := Ox̂ ⊗Ox

K. For any O-module V we set Vx̂ := Ox̂ ⊗Ox
Vx . We recall that,

for each A-module V , the stalk Vx is a free Ax-module if and only if Vx̂ is a free
Ax̂-module (cf. [C, R1], Prop. 30.17). We set Ax̂ = Kx̂ ⊗Ox̂

Ax̂ .

DEFINITION 3.10. Suppose that X is a curve.
(a) For each x ∈ X0, we let H(Ax̂) denote the category of Ax̂-modules which

are finite and have resolutions of length 1 by finitely generated free Ax̂-modules.
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Then it follows from the Horseshoe Lemma of homological algebra (see for in-
stance [C, R2], (38.39)) that H(Ax̂) is an exact category.

(b) Write jX : Spec(K)→X for the natural inclusion morphism. Let H(A) de-
note the category of A-modules F on X which are coherent as O-modules and are
such that:

(i) j ∗
XF = 0, and

(ii) There is a short exact sequence of A-modules

0 → P−1 → P0 → F → 0

in which both P−1 and P0 belong to Blf (A).

By combining Lemma 2.5 with Schanuel’s lemma, the Krull–Schmidt–Azumaya
theorem and the exactness of H(Ax̂) for each x ∈ X0, it may be shown that H(A)

is an exact category (cf. for example [Sr], p. 194).

THEOREM 3.11 (Quillen). Let X be a curve, A a sheaf of orders on X and q a
non-negative integer.

(a) There is a long exact sequence of groups

Kq+1(A) → Kq(H(A)) → Klf
q (A) → Kq(A).

(b) For each point x ∈ X0, there is a long exact sequence of groups

Kq+1(Ax̂) → Kq(H(Ax̂)) → Kf
q (Ax̂) → Kq(Ax̂).

We are very grateful to D. Grayson for pointing out that the proof of this the-
orem requires only a minor modification of the proof of the localisation theorem for
projective modules as presented in ( [Gra], The localization theorem for projective
modules). For the reader’s convenience we shall give a few remarks comparing
the proofs of Theorem 3.11(a) and of the localization theorem in (ibid). Similar
remarks apply mutatis mutandis to the proof of Theorem 3.11(b).

In comparison to the statement and proof of the localization theorem in (ibid)
we shall make the following notational changes:

• U is replaced by Spec(K) and j by the morphism jX;
• H is replaced by the category H(A);
• P is replaced by the category Blf (A);
• V is replaced by the category Bp(A);
• P1 is replaced by the category of A-modules which have a resolution of length

1 by A-bundles.

With these notational changes the argument of ([Gra], the localization theorem
for projective modules) is formally the same up to Lemma 2 (ibid). In the new
context this lemma is replaced by the following result.

LEMMA 3.12. If C is an A-bundle on X, then C ⊆ (jX)∗(j ∗
X)C. Furthermore, if L

is any locally finitely generated A-submodule of (jX)∗(j ∗
X)C then there is an ideal

sheaf I on X and an integer m such that L ⊆ Im ⊗O C ⊆ (jX)∗(j ∗
X)C.
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Proof. The first inclusion is clear since (jX)∗(j ∗
X)C is equal to the constant sheaf

on X defined by the A-module K ⊗O(U) C(U) (for any affine open subset U of
X). To prove the assertion concerning L we take a finite covering U = {Ui} of
X by affine open subsets such that L(Ui) is a finitely generated O(Ui)-module
for each i. For each index i there is a fractional ideal I (Ui) of O(Ui) such that
L(Ui) ⊆ I (Ui) ⊗O(Ui) C(Ui). Since X is a curve, the set Z := {x ∈ X0 : x ∈ Ui

and I (Ui)x �= Ox for some index i} is finite. Let I denote the sheaf of ideals on
X corresponding to the closed subscheme Z ⊆ X. Then L ⊆ I−n ⊗O C for any
sufficiently large integer n.

The proof of Lemma 3 (ibid) now proceeds unchanged until the introduction of
the ordered set Lat . In this new context, if B is an A-bundle on X, W is the A-
module corresponding to j ∗

XB and Z is a free A-module equipped with a surjective
map of A-modules Z→W , then Lat is the set of A-bundles L on X such that

(1) L ⊂ (jX)∗Z,
(2) j ∗

XL = Z,
(3) B is the image of composite map L ⊂ (jX)∗Z → (jX)∗W = (jX)∗(j ∗

X)B.

If Y is the kernel of the surjection Z→W , then the short exact sequence of
A-modules

0 → Y → Z → W → 0

splits. Since W and Z are free A-modules it follows (e.g. via the Krull–Schmidt–
Azumaya theorem) that Y is a free A-module and hence that Y = j ∗

XC for some
A-bundle C. By choosing a splitting of the above short exact sequence, we may
identify Z with j ∗

X(C ⊕ B), and via this identification C ⊕ B belongs to Lat .
If L⊂ (jX)∗Z is any other element of Lat then condition 3) implies that L⊂
(jX)∗(j ∗

X)C ⊕ B. Since L is locally finitely generated, Lemma 3.12 implies that
L ⊆ (Im ⊗O C) ⊕ B for some integer m. Since for any ideal sheaf I and integer
m, the direct sum (Im ⊗O C) ⊕ B belongs to Lat , it follows that Lat is filtering,
and this proves the required analogue of Lemma 3 (ibid).

The proof of Theorem 3.11(a) now proceeds exactly as does the proof of the
localization theorem for projective modules of (ibid) following Lemma 3 (ibid).

The morphism K
lf

0 (A)→K0(A) which occurs in the exact sequence of The-
orem 3.11(a) factors through the map K

lf

0 (A)→K
f

0 (A), and hence this sequence
implies that there is an exact sequence

K
lf

1 (A) → K1(A) → K0(H(A)) → Cllf (A) → 0. (3.2)

We conclude this section by noting that there is an exact sequence

K1(Ax̂) → K1(Ax̂) → K0(H(Ax̂)) → 0. (3.3)
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This is the local analogue of (3.2), and it follows from Theorem 3.11(b), together
with the fact that for each x ∈X0 the natural maps K

f

1 (Ax̂ )→K1(Ax̂) and
K

f

0 (Ax̂) →K0(Ax̂) are bijective and injective, respectively.
The exact sequences (3.2) and (3.3) will be of great importance in Section 5.

2. Grothendieck Groups of Bundles

In the remainder of this paper we shall assume, unless explicitly stated otherwise,
that A is a sheaf of orders on X. Our primary aim is to study the Grothendieck
group K

lf

0 (A).
All cohomology groups will be with respect the Zariski topology, unless stated

otherwise.

4. FILTRATIONS

In this section we shall define and investigate a natural filtration on K
lf

0 (A).
For each integer i � 0 we let

σ i
A : Klf

0 (A) → K
lf

0 (A(i)
ss )

denote the morphism which is induced by the functor

A(i)
ss ⊗A − : Blf (A) → Blf (A(i)

ss )

(cf. Lemma 2.3(a)), and we set

Dss
i (A) := Ker(σ i

A).

We remind the reader that, by convention, A(0)
ss is the zero sheaf. We write σA

and Dss(A) in place of σ 1
A and Dss

1 (A) and we call them the semisimplification
homomorphism and the semisimplification kernel of A, respectively.

Let e denote the smallest non-negative integer such that R(A)e is zero (see
Lemma 1.4(c)).

LEMMA 4.1. We have Dss
i (A) ⊇ Dss

i+1(A) for each integer i � 0. Also Dss
0 (A) =

K
lf

0 (A), Dss
1 (A) ⊆ Cllf (A) and Dss

i (A) = {0} for each integer i � e.
Proof. The only point which needs an argument is the inclusion Dss

1 (A) ⊆
Cllf (A). Let A denote the generic stalk of A and write Ass for the quotient of A by
the generic stalk of R(A). Consider the following diagram:

K
lf

0 (A) −→ K
f

0 (A)�σA �Ass⊗A−

K
lf

0 (Ass) −→ K
f

0 (Ass).



GROTHENDIECK GROUPS OF BUNDLES ON VARIETIES OVER FINITE FIELDS 269

In this diagram the horizontal maps are induced by taking generic stalks. Since
the right-hand vertical map is bijective and the diagram is commutative, it follows
immediately that Dss

1 (A) ⊆ Cllf (A).

We shall find the following lemma to be useful when we investigate the filtration
of Klf

0 (A) given by {Dss
i (A) : i � 0}. For each pair of natural numbers a and b with

a� b we let Q(b, a) denote the Zariski sheaf which is associated to the (multiplic-
ative) presheaf U �→ (1 + R(U)b)/(1 + R(U)a) for each affine open subset U of
X.

LEMMA 4.2. For each natural number a there is a long exact sequence of pointed
sets:

0 → H 0 (X, 1 + Ra) → H 0(X,A∗) → H 0(X, (A(a)
ss )

∗) →
H 1 (X, 1 + Ra)

α→ H 1(X,A∗) → H 1(X, (A(a)
ss )

∗). (4.1)

In addition, for all natural numbers a, b with a � b there is a long exact sequence
of pointed sets:

0 → H 0(X,Q(a, a + 1)) → H 0(X,Q(b, a + 1)) → H 0(X,Q(b, a)) →
H 1(X,Q(a, a + 1))

β→H 1(X,Q(b, a + 1)) → H 1(X,Q(b, a)) →
H 2(X,Q(a, a + 1)). (4.2)

If A is isotrivial, then the maps α and β are injective.
Proof. Since the sheaf R is nilpotent, there is a short exact sequence of sheaves

0 → 1 + Ra ⊂→A∗ → (A(a)
ss )

∗ → 0

for each a� 1. The long exact sequence (4.1) is a consequence of applying the
result of ([Gi], Chap. IV, 4.2.10) to this sequence. In a similar way, the long exact
sequence (4.2) is a consequence of applying ([Gi], Chap. IV, 4.2.10) to the short
exact sequence

0 → Q(a, a + 1)
⊂→Q(b, a + 1) → Q(b, a) → 0,

and noting that Q(a, a + 1) is central in Q(b, a + 1).
Suppose now that A is isotrivial, and for brevity, set J := Jac(A(X)). Then

H 0(X,A∗) = A(X)∗, and H 0(X, (A(a)
ss )

∗)= (A(X)/J a)∗. Since J a is nilpotent it
follows that the natural quotient map H 0(X,A∗) → H 0(X, (A(a)

ss )
∗) is surjective,

and using the exactness of (4.1), this implies that the map α is injective.
In a similar way, the exactness of (4.2) implies that β is injective if the map

H 0(X,Q(b, a + 1))→H 0(X,Q(b, a)) is surjective. This in turn will follow if we
show that the natural map

(1 + J c)/(1 + J d) → H 0(X,Q(c, d))
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is bijective for each pair of natural numbers c, d with c� d. We shall therefore
prove that such an isomorphism holds.

The claim is trivial if c= d, and we prove the result for c < d by an induction
on d − c. If d − c = 1, then we have

Q(c, c + 1)
∼→Rc/Rc+1 ∼→O ⊗k

J c

J c+1
,

where the first isomorphism is induced by mapping 1 + r to r for each r ∈ R(U)c

and each open affine subset U of X. Hence H 0(X,Q(c, c + 1)) ∼= (1 + J c)/(1 +
J c+1), as required.

For the inductive step, we consider the following commutative diagram:

1−→ 1 + J d

1 + J d+1
−→ 1 + J c

1 + J d+1
−→ 1 + J c

1 + J d
−→ 1� � �

1 −→ H 0(X,Q(d, d + 1)) −→ H 0(X,Q(c, d + 1)) −→ H 0(X,Q(c, d)) −→ 1.

In this diagram the first and third vertical arrows are bijective by the inductive
hypothesis, the top row is exact and the bottom row is exact except possibly at
H 0(X,Q(c, d)). An easy diagram chase shows that the lower row must be exact,
and the bijectivity of the second vertical arrow is then obvious. This immediately
implies the inductive step.

Remark 4.3. Set J := Jac(A(X)). If R=O ⊗k J then, for any integer a� 0,
there is a natural isomorphism of O-modules

Ra/Ra+1 ∼→O ⊗k [J a/J a+1].

Since Q(a, a + 1) � Ra/Ra+1 (see the proof of Lemma 4.2 above), we therefore
have

H 1(X,Q(a, a + 1)) ∼= H 1(X,O) ⊗k [J a/J a+1]. (4.4)

This implies that each module H 1(X,Q(a, a+1)) is a ‘generalised tangent space’
in the sense of Mumford (see the appendix to Lecture 4 of [M]).

We let Uaff (X) denote the collection of affine open subsets of X and we set
U(X) := Uaff (X)∪{X}. For each U ∈ U(X) we write K0(A(U)) for the Grothen-
dieck group of the category Bp(A(U)) of finitely generated projective A(U)-
modules. If U ∈Uaff (X), then the section functor H 0(U,−) : Blf (A) →
Bp(A(U)) is exact and hence induces a homomorphism χRAA,U : Klf

0 (A) →
K0(A(U)). In the case U = X we use a projective Euler characteristic homo-
morphism χRAA,X which is due to T. Chinburg and which is described in the next
proposition.

For any ring S we write Db(S) for the derived category of the homotopy cat-
egory of bounded complexes of S-modules. Recall that an object of Db(S) is said
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to be perfect if it is isomorphic in Db(S) to a bounded complex of finitely gener-
ated, projective S-modules. We write Dp(S) for the full triangulated subcategory
of Db(S) which consists of those complexes which are perfect.

PROPOSITION 4.4 (Chinburg, [Ch], [Ch, E]). (a) If A is isotrivial and V is an A-
bundle, then the complex RA(X,V) belongs to Dp(A(X)). In particular, for each
A-bundle V one can define a projective Euler characteristic

χRAA,X(V) := χA(X)(RA(X,V)) ∈ K0(A(X)).

(b) The association V �→ χRAA,X(V) induces a homomorphism

χRAA,X : Klf

0 (A) −→ K0(A(X)).

Proof. We set � := A(X), and we let U ={Ui} be a finite affine open cov-
ering of X. Since X is Noetherian and separated, and V is a coherent O-module,
RA(X,V) is isomorphic in Db(�) to the Čech complex C•(U ,V) (cf. [H], Chap.
III, Lem. 4.4 and Th. 4.5). In addition, since V is an A-bundle, the sections of V
over an affine open subset U of X are projective over A(U)=O(U) ⊗k � and
hence, a fortiori, also over �. Since X is separated, this implies that C•(U ,V) is
a bounded complex of projective �-modules. Since, in addition, the cohomology
modules of C•(U ,V) are all finitely generated over � (because X is projective and
V is coherent) it follows by a standard argument that C•(U ,V) belongs to Dp(�).
In particular, the �-equivariant Euler characteristic of C•(U ,V) is well defined and
belongs to K0(�), and this proves (a).

To prove (b) we must show that if

0 −→ V1 −→ V2 −→ V3 −→ 0 (4.5)

is any short exact sequence in Blf (A), then

χ�(RA(X,V1)) − χ�(RA(X,V2)) + χ�(RA(X,V3)) = 0 ∈ K0(�). (4.6)

Since the exactness of (4.5) is preserved if one takes sections over any affine
open subset U of X, one has a short exact sequence of bounded complexes of �-
modules

0 −→ C•(U ,V1) −→ C•(U ,V2) −→ C•(U ,V3) −→ 0.

The above argument shows that this exact sequence gives rise to a distinguished
triangle in Dp(�)

RA(X,V1) −→ RA(X,V2) −→ RA(X,V3),

and the equality (4.6) follows by taking Euler characteristics of this triangle.

DEFINITION 4.5. Suppose that A is an isotrivial sheaf of orders. We define the
section functor homomorphism γA of A to be the product map

γA :=
∏

U∈U(X)

χRAA,U : Klf

0 (A) →
∏

U∈U(X)

K0(A(U)),
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and we define the section functor kernel Dsf (A) of A to be the kernel of γA.
We view the subgroup Dsf (A) as being a convenient measure of that portion of

K
lf

0 (A) which cannot be detected by sectional data.

Remark 4.5.1. Let f : Y →X be a finite cover of smooth projective curves
over k, and suppose that the associated extension k(Y )/k(X) of function fields is a
tamely ramified Galois extension with Galois group G. Then f∗OY is an OX[G]-
bundle, and χk[G](RA(X, f∗OY )) is equal to the element D(Y/X) of K0(k[G])
which is defined by Chinburg in ([Ch], Definition 3.3 and Proposition 4.1(a)).
The study of D(Y/X) in loc. cit. may therefore be interpreted as being the study
of the image of the element (f∗OY ) of K

lf

0 (OX[G]) under the homomorphism
χRAOX[G],X of Proposition 4.4(b). From this point of view, the subgroup
Dsf (OX[G]) provides some measure of the fact that (f∗OY ) is a finer invariant
than D(Y/X).

The connection between the groups Dss(A) and Dsf (A) is described by the
following result.

PROPOSITION 4.6. Suppose that A is isotrivial and Ass(X) has the Wedderburn
decomposition (1.1), and set

A′
ss :=

∏
i∈I

(fm(i))∗OXm(i)
.

Let σ̂A denote the composite map

K
lf

0 (A) → K
lf

0 (Ass) → K
lf

0 (A′
ss),

where the first morphism is σA and the second morphism is induced by (1.2) and
the morphisms G0

A′
ss,i ,n(i)

of Proposition 3.8. If either X is a curve or Ass is of

Swan-type, then there is an exact sequence of groups

0 → Dss(A) → Dsf (A) →
⊕
i∈I

Dsf (OXm(i)
) → Coker(σ̂A).

Proof. The key observation that we use is provided by the following lemma.

LEMMA 4.7. If A is isotrivial, then for each U ∈ U(X) the following diagram
commutes:

K
lf

0 (A)
χRAA,U−→ K0(A(U))�Ass⊗A−

�Ass (U)⊗A(U)−

K
lf

0 (Ass)
χRAAss ,U−→ K0(Ass(U)).

Proof. We set � := A(X), �ss := A(X)/Jac(A(X)) and Vss := Ass ⊗A V for
each A-bundle V .
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If U ∈ Uaff (X), then Vss(U) = �ss ⊗� V(U) for each A-bundle V and this
clearly ensures that the diagram commutes. To show that the diagram commutes
when U = X, it suffices to show that there is an isomorphism

�ss ⊗L
� RA(X,V) ∼= RA(X,Vss) (4.7)

in Db(�ss). In order to prove that such an isomorphism holds, we describe RA(X,

V) and RA(X,Vss) in terms of Čech cohomology, just as in the proof of Proposi-
tion 4.4.

We choose a finite affine open covering U = {Ui} of X, and a bounded com-
plex of finitely generated projective �-modules P • which is isomorphic in Db(�)

to C•(U ,V). Since both P • and C•(U ,V) are bounded complexes of project-
ive �-modules they are in fact �-equivariantly homotopy equivalent. This im-
plies that the complexes �ss ⊗� P • and �ss ⊗� C•(U ,V) are isomorphic in
Db(�ss). To prove that there is an isomorphism as in (4.7), it is therefore enough
to show that the complexes �ss ⊗� C•(U ,V) and C•(U ,Vss) are isomorphic in
Db(�ss). This is in turn an easy consequence of the fact that each intersection U =
Ui0 ∩Ui1 ∩...∩Uis is an affine open subset of X (since X is separated), and therefore
�ss ⊗� V(U) = Vss(U).

Taken together, the commutative diagrams of Lemma 4.7 give rise to the fol-
lowing commutative diagram, in which both rows and the central column are
exact:

0�
Dss(A)�

0 −→ Dsf (A) −→ K
lf

0 (A)
γA−→ Im(γA) −→ 0� �σA �ξ

0 −→ Dsf (Ass) −→ K
lf

0 (Ass)
γAss−→ Im(γAss

) −→ 0.

Here ξ denotes the morphism induced by the functor
∏

U∈U(X)(Ass(U) ⊗A(U) −).

Grothendieck’s Devissage theorem (cf. [B], Chap. VIII, 4.2) implies that ξ is in-
jective, and so by applying the Snake lemma to this commutative diagram, one
obtains an exact sequence

0 → Dss(A) → Dsf (A) → Dsf (Ass) → Coker(σA) → Coker(ξ) → 0. (4.8)

With respect to the decomposition of Ass given by (1.2), we set

A′
ss,i := (fm(i))∗OXm(i)
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and

Ass,i := Mn(i)(A′
ss,i)

for each i ∈ I . We let Pi denote the direct sum of n(i) copies of A′
ss,i for each

i ∈ I . Recall from Proposition 3.8(a) that the functors

GPi
: B

lf (Ass,i) → B
lf (A′

ss,i)

induce injective morphisms

G0
i := G0

A′
ss,i ,n(i)

: Klf

0 (Ass,i) → K
lf

0 (A′
ss,i).

Let U be any affine open subset of X, and suppose that V ∈ Blf (Ass,i). Since

Ass,i
∼= A′

ss,i ⊗k Mn(i)(k),

one has a natural isomorphism of k-modules

Pi (U) ⊗Ass,i (U) V(U) ∼= kn(i) ⊗Mn(i)(k) V(U).

In fact, since the functor kn(i) ⊗Mn(i)(k) − is exact, this implies that

GPi
(V)(U) ∼= kn(i) ⊗Mn(i)(k) V(U) (4.9)

for each open subset U of X. By using this description one can show that the
following diagram commutes for each U ∈ U(X) and i ∈ I :

K
lf

0 (Ass,i)
χRAAss,i ,U−→ K0(Ass,i(U))�G0

i

�Pi (U)⊗Ass,i (U)−

K
lf

0 (A′
ss,i)

χRAA′
ss,i

,U−→ K0(A′
ss,i(U)).

Indeed, whilst this follows immediately from (4.9) if U is affine (so that both
χRAAss,i ,U (−) and χRAA′

ss,i ,U
(−) are obtained by taking sections over U ), in the

case U =X it follows from (4.9) and a computation of χRAAss,i ,X and χRAA′
ss,i ,X

using Čech cohomology just as in the proof of Lemma 4.7.
The left-hand (respectively right-hand) vertical map in the last displayed com-

muting diagram is injective (respectively bijective). By combining these diagrams
for each U ∈U(X) and i ∈ I and then using the Snake Lemma, one concludes that
there is an exact sequence

0 → Dsf (Ass) → Dsf (A′
ss) → Coker(Klf

0 (Ass) → K
lf

0 (A′
ss)).

By combining this sequence with (4.8) one derives an exact sequence

0 → Dss(A) → Dsf (A) → Dsf (A′
ss) → Coker(σ̂A).
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To obtain the exact sequence of Proposition 4.6 it is now sufficient to observe that
Dsf (A′

ss,i)
∼= Dsf (OXm(i)

) for each i ∈ I . These isomorphisms follow from the
category equivalence of Proposition 3.9 and the fact that Spec(A′

ss,i)
∼= Xm(i).

At the end of the next section we will use Proposition 4.6 to prove the following
result.

THEOREM 4.8. Let X be a curve of genus g. Let A be an isotrivial sheaf of
orders on X, and assume that Ass(X) has the Wedderburn decomposition (1.1).
Then Dsf (A) is finite and

#Dsf (A)� (#k)g.dimk(R(X))
∏
i∈I

#Pic0(X)(km(i)).

In order to state our next result, we first recall that the Grothendieck γ -filtration
on each of the groups K0(Xm(i)) has length at most dim(X) + 1. Hence the res-
ults of Propositions 3.8 and 3.9 imply that this induces a decreasing filtration
F i
γK

lf

0 (Ass) on K
lf

0 (Ass) of length at most dim(X) + 1. By using the next result,
one can obtain an interpretation of the first graded piece of this filtration in terms
of Galois-equivariant functions with values in Pic(Xc). This will be very useful in
later sections.

Set Fk := Gal(kc/k).

LEMMA 4.9. Let k′ be a finite extension of k in kc. Set X′ := X ×k k
′ and Xc :=

X ×k k
c. Then there are canonical isomorphisms

Gr1
γK0(X

′) ∼= Pic(X′) ∼= HomFk
(Z[Gal(k′/k)],Pic(Xc)).

Proof. The existence of the isomorphism Gr1
γK0(X

′) ∼= Pic(X′) is a standard
result, and a proof is given on p. 126 of [Fu, L]. On the other hand, Pic(X′) ∼=
H 1(X′

et ,Gm) and H 1(Fk′, kc∗)={0} (by Hilbert’s Theorem 90); since also
H 2(Fk′, kc∗) = {0} (because there are no non-commutative, finite division rings),
the Hochschild–Serre spectral sequence of ([Mi], Chap. III, Th. 2.20) induces an
isomorphism Pic(X′) ∼= H 0(Fk′,Pic(Xc)). The claimed isomorphism

Pic(X′) ∼= HomFk
(Z[Gal(k′/k)],Pic(Xc)),

thus follows from the isomorphism of functors

H 0(Fk′,−) ∼= MapFk
(Gal(k′/k),−) ∼= HomFk

(Z[Gal(k′/k)],−).

Remark 4.10. For each integer i � 0 we define F iK
lf

0 (A) to be equal to the in-
verse image of F i

γK
lf

0 (Ass) under σA if i � dim(X)+ 1 and to be equal to
Dss

i−dim(X)(A) if i > dim(X) + 1. Let e be the smallest non-negative integer such

that R(A)e is zero (see Lemma 1.4(c)). Then the subgroups {F iK
lf

0 (A)}i� 0 give
an exhaustive, separated, decreasing filtration of K

lf

0 (A) which is of length at
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most dim(X) + e. Note that Lemma 1.4(c) implies e is less than or equal to the
K-dimension of the generic stalk of A.

5. IDELIC DESCRIPTIONS

Throughout this section, X is a curve (i.e. an irreducible non-singular projective
variety of dimension one over k, with k = O(X)), and A is a sheaf of orders on X.
We write A for the generic stalk of A.

DEFINITION 5.1. (a) Define the idele group J (K1(A)) of K1(A) by

J (K1(A)) :=
{(αx) ∈

∏
x∈X0

K1(Ax̂)|αx ∈ Im(ιx) for all but finitely many x ∈ X0},

where, for each x ∈ X0,

ιx : K1(Ax̂) → K1(Ax̂)

denotes the morphism induced by the natural scalar extension functor.
Note that given any α ∈ GLn(A), there exists an affine open subset U of X

such that α ∈ GLn(A(U)). Hence there exists a diagonal morphism

H1 : K1(A) → J (K1(A)).

(b) Define the idele group J (A) of A by

J (A) := {(vx) ∈
∏
x∈X0

A∗
x̂ |vx ∈ A∗

x̂ for all but finitely many x ∈ X0},

and write

H2 : A∗ → J (A)

for the natural diagonal map.

In this section we shall use the exact sequences (3.2) and (3.3) to give a natural
description of Cllf (A) in terms of the idele group J (K1(A)), and we shall then
derive some useful consequences of this description.

THEOREM 5.2. Suppose that X is a curve, and that A is a sheaf of orders on X.
Then there is a natural isomorphism of groups

Cllf (A) � J (K1(A))

Im(H1).
∏

x∈X0
Im(ιx)

.

Proof. If Fx is any Ax-module, we let ix(Fx) denote the corresponding sky-
scraper sheaf on X.
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We require the following lemma. (We remind the reader that the categories
H(A) and H(Ax̂) were described in Definition 3.10.)

LEMMA 5.3. For any A-module T which is a coherent, torsion O-module, there
is a natural isomorphism T ∼→ ⊕x∈X0ix(Tx). Furthermore, T belongs to H(A) if
and only if Tx̂ belongs to H(Ax̂) for each x ∈ X0.

Proof. We first observe that the natural morphism T →∏
x∈X0

ix(Tx) induces
an isomorphism between T and ⊕x∈X0ix(Tx) since the support of T is finite (cf.
[H], Chap. II, Ex. 5.6(c)).

Now suppose that T ∈ H(A) and let

0 → P−1 → P0 → T → 0

be a short exact sequence with P−1 and P0 both A-bundles on X. We deduce that
Tx̂ ∈H(Ax̂) for each x ∈X0 by taking completions of stalks of this sequence.

To complete the proof of the lemma, we must show that if Tx̂ ∈H(Ax̂), then
ix(Tx) ∈ H(A). By Lemma 2.5 there is an A-bundle P0 on X and an epimorphism
π : P0 → ix(Tx). Setting P−1 := Ker(π), it suffices to show that P−1

y is a free
Ay-module for each y ∈X. If y �= x, then P−1

y =P0
y , and so P−1

y is free. If y = x,
then we argue as follows. Since Tx̂ ∈ H(Ax̂ ), there is an exact sequence

0 → F−1
x̂

→ F0
x̂ → Tx̂ → 0,

in which F−1
x̂

and F0
x̂

are finitely generated free Ax̂-modules. Since we also have
an exact sequence

0 → P−1
x̂

→ P0
x̂ → Tx̂ → 0,

it follows from Schanuel’s Lemma that the Ax̂-modules F−1
x̂

⊕ P0
x̂

and F0
x̂

⊕ P−1
x̂

are isomorphic. As P0
x̂

is a free Ax̂-module, the Krull–Schmidt–Azumaya theorem
(cf. [C, R1], Th. 6.12(ii)) therefore implies that P−1

x̂
is Ax̂-free, whence it follows

that P−1
x is a free Ax-module (cf. ibid., Prop. 30.17).

This lemma implies that the map

φ : K0(H(A)) −→
∐
x∈X0

K0(H(Ax̂)),

which is induced by sending (T ) to ⊕x∈X0(Tx̂) is an isomorphism. In the follow-
ing diagram, ι denotes the morphism K

lf

1 (A)→K1(A) induced by taking generic
stalks, the upper row is a consequence of (3.2) and is exact, the lower row is
a consequence of (3.3) and is exact, and the map ψ is induced by the diagonal
morphisms H1 : K1(A) −→ ∏

x∈X0
K1(Ax̂) and K

lf

1 (A) −→ ∏
x∈X0

K1(Ax̂ ):

0 −→ K1(A)/Im(ι) −→ K0(H(A)) −→ Cllf (A) −→ 0�ψ �φ
0 −→ ∐

x∈X0
(K1(Ax̂)/Im(ιx)) −→ ∐

x∈X0
K0(H(Ax̂)) −→ 0.
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This diagram is commutative and so, by applying the Snake lemma, we obtain
an exact sequence

0 → K1(A)/Im(ι)
ψ→
∐
x∈X0

(K1(Ax̂)/Im(ιx)) → Cllf (A) → 0.

This implies Theorem 5.2.

Before stating the next result we recall that there is a natural bijection between
the pointed set H 1(X,A∗) and the set of isomorphism classes of rank one A-
bundles (see Lemma 2.4). By regarding Cllf (A) as a quotient of Klf

0 (A) it follows
that there is a natural map

λA : H 1(X,A∗) → Cllf (A)

of pointed sets.

COROLLARY 5.4. If X is a curve and A is a sheaf of orders on X, then the map
λA is surjective.

Proof. Since X is irreducible, each rank one A-bundle is isomorphic to an A-
subsheaf of the constant sheaf A (cf. [H], Chap. II, proof of Prop. 6.15). Such a
subsheaf V gives an idele {vx}x∈X0 ∈ J (A) by the condition Vx̂ = Ax̂vx , and this
idele is well defined only up to left multiplication by an element of

∏
x∈X0

A∗
x̂
. As

two such sheaves V1 and V2 are isomorphic if and only if V1 =V2a for some a ∈
A∗, it follows that there is a canonical injective map from the set of isomorphism
classes of rank one A-bundles to the set of double cosets

∏
x∈X0

A∗
x̂
\J (A)/Im(H2).

We claim that this map is bijective. To show this, we observe that corresponding
to any idele (ax) ∈ J (A), there exists an A-bundle defined in the following way.
For any affine open subset U of X, there exists a unique O(U)-lattice L(U) in A

such that L(U)x̂ =Ax̂ax for each x ∈ U ∩ X0 (cf. [R], Th. 4.22). Since Ox is a
discrete valuation ring, it follows that L(U)x is a free A(U)x-module (see [C, R1],
Prop. 30.17). The A(U)-modules L(U) glue together to give an A-bundle L on X

whose image in
∏

x∈X0
A∗

x̂
\ J (A)/Im(H2) under the above map is represented by

(ax) ∈ J (A).
For each x ∈ X0, the rings Ax̂ and Ax̂ are semi-local and hence the natural maps

A∗
x̂

→ K1(Ax̂) and A∗
x̂

→ K1(Ax̂) are surjective (cf. [C, R2],(40.31)). These maps
combine to give a surjection J (A) → J (K1(A)), and the stated result now follows
as a consequence of Theorem 5.2.

COROLLARY 5.5. Let X be a curve, and suppose that A is an isotrivial sheaf of
orders on X. Let

τ : H 1(X,A∗) → H 1(X,A∗
ss)

be the homomorphism (of pointed sets) induced by the quotient map A∗ →A∗
ss .

Then τ(Ker(λA)) = Ker(λAss
).
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Proof. Set B := Ass and let B denote its generic stalk. Note that, since A is
isotrivial, B is equal to the quotient of A by the generic stalk of R(A). For each
x ∈ X0, let

εx : A∗
x̂ → K1(Ax̂)

and

ϕx : A∗
x̂ → K1(Ax̂)

denote the natural surjections which result from the fact that Ax̂ and Ax̂ are semi-
local rings (see the last paragraph of the proof of Corollary 5.4). Write

θ1 :
∏
x∈X0

A∗
x̂ →

∏
x∈X0

Im(ιx),

θ2 : J (A) → J (K1(A)),

θ3 :
∏
x∈X0

A∗
x̂ \ J (A) →

∏
x∈X0

Im(ιx) \ J (K1(A)),

and

θ4 : Im(H2) → Im(H1),

for the obvious surjections induced by the maps ϕx and εx for each x ∈ X0. Let

θ5 :
∏
x∈X0

A∗
x̂ \ J (A)/Im(H2) → Cllf (A)

denote the surjection induced by θ3, θ4, and the isomorphism of Theorem 5.2.
Since A is isotrivial, Lemma 1.8(a) implies that B is an isotrivial sheaf of orders.

Let ιssx , εssx , ϕss
x , and θssi (1 � i � 5) denote the maps analogous to those above which

are obtained by replacing A and A by B and B, respectively. For ease of notation,
we set

J(A) :=
∏
x∈X0

A∗
x̂ \ J (A)/Im(H2).

We shall require the following lemma.

LEMMA 5.6. There are the following natural isomorphisms of pointed sets:

(a) Ker(λA) � Ker(θ1) \ Ker(θ2)/Ker(θ4);
(b) Ker(λB) � Ker(θss1 ) \ Ker(θss2 )/Ker(θss4 ).

Proof. (a) Recall from the proof of Corollary 5.4 that there is a natural bijection
H 1(X,A∗) � J(A). Hence we have the following commutative diagram of pointed
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sets, in which both rows are exact, and the second and third vertical arrows are
isomorphisms:

1 −→ Ker(θ5) −→ J(A) −→ Cllf (A) −→ 0� � �=

1 −→ Ker(λA) −→ H 1(X,A∗) −→ Cllf (A) −→ 0.

This implies that there is an isomorphism

Ker(λA) � Ker(θ5), (5.1)

of pointed sets. We shall now show that there is an isomorphism

Ker(θ5) � Ker(θ1) \ Ker(θ2)/Ker(θ4), (5.2)

of pointed sets. To do this, we first observe that the following diagram of poin-
ted sets (in which the rows are exact and the vertical arrows are surjective) is
commutative:

1 −→ ∏
x∈X0

A∗
x̂

−→ J (A) −→ ∏
x∈X0

A∗
x̂
\ J (A) −→ 1�θ1

�θ2

�θ3

1 −→ ∏
x∈X0

Im(ιx) −→ J (K1(A)) −→ ∏
x∈X0

Im(ιx) \ J (K1(A)) −→ 1.

(5.3)

Applying the Snake lemma to (5.3) gives the following exact sequence of pointed
sets:

1 → Ker(θ1) → Ker(θ2) → Ker(θ3) → 1,

and so it follows that

Ker(θ3) � Ker(θ1) \ Ker(θ2). (5.4)

Next we consider the following commutative diagram of pointed sets (in which the
rows are exact, the vertical arrows are surjective and the third arrow on the bottom
row is the map afforded by Theorem 5.2):

1−→ Im(H2) −→ ∏
x∈X0

A∗
x̂
\ J (A) −→ J(A) −→ 1�θ4

�θ3

�θ5

1 −→ Im(H1) −→ ∏
x∈X0

Im(ιx) \ J (K1(A)) −→ Cllf (A) −→ 1.

(5.5)

Applying the Snake lemma to (5.5) yields the exact sequence

1 → Ker(θ4) → Ker(θ3) → Ker(θ5) → 1. (5.6)
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Hence (5.6) and (5.4) imply that

Ker(θ5) � Ker(θ3)/Ker(θ4) � Ker(θ1) \ Ker(θ2)/Ker(θ4), (5.7)

and so it follows from (5.1) that

Ker(λA) � Ker(θ1) \ Ker(θ2)/Ker(θ4) (5.8)

as claimed.
(b) This follows by an argument very similar to that given in part (a).

Now write

q : J (A) → J (B),

Qx : Ker(ϕx) → Ker(ϕss
x ),

and

Q′
x : Ker(εx) → Ker(ϕss

x |B∗
x̂)

for the homomorphisms induced by the quotient map A→B. Lemma 5.6 im-
plies that the assertion that τ(Ker(λA))= Ker(λB) will follow if we show that
q(Ker(θ2)) = Ker(θss2 ). This will in turn follow if we show that Qx is surjective
for all x ∈ X0 and that Q′

x is surjective for all but finitely many x ∈ X0. We prove
this in the following lemma.

LEMMA 5.7. (a) The map Qx is surjective for all x ∈ X0.
(b) The map Q′

x is surjective for all but finitely many x ∈ X0.
Proof. (a) It is a standard fact that if R is any semilocal ring, the kernel of

the natural surjection R∗ →K1(R) consists of products of elements of the form
(1 + cd)(1 + dc)−1, where c, d ∈ R and 1 + cd, 1 + dc ∈ R∗ (see [Si], Chap. 6,
Prop. 53). Now for any x ∈ X0, suppose that u, v ∈ Bx̂ with 1 + uv, 1 + vu ∈ B∗

x̂
,

and let U,V ∈ Ax̂ be lifts via the quotient map Ax̂ → Bx̂ of u and v, respectively.
Then, since Rx̂ is nilpotent, it is easy to show that 1 + UV and 1 + VU belong to
A∗

x̂
. This implies that the map Qx is surjective for all x ∈ X0.
(b) For each x ∈X0, set SK1(Bx̂) := Ker(ιssx ). We claim that SK1(Bx̂ )= 0

for all but finitely many x ∈X0. To show this, observe that since A is isotrivial,
Lemma 1.8(b) implies that B is semisimple. Let U be any open affine subset of
X. Then B(U) is an O(U)-maximal order in B, and B(U)x̂ =Bx̂ for all x ∈ U . It
therefore follows from a theorem of Oliver (see [C, R2], (45.17)) that SK1(Bx̂ ) =
SK1(B(U)x̂)= 0 for all but finitely many x ∈ U . This establishes the claim.

Suppose now that x ∈X0 is such that SK1(Bx̂ )= 0, and let bx ∈ Ker(ϕss
x |B∗

x̂
).

Then, since ιssx is injective, it follows from the commutative diagram

1 −→ Ker(εssx ) −→ B∗
x̂

εssx−→ K1(Bx̂ ) −→ 0�⊂
�⊂

�ιssx
1 −→ Ker(ϕss

x ) −→ B∗
x̂

ϕssx−→ K1(Bx̂) −→ 0
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that bx ∈ Ker(εssx ). But now via an argument similar to that given above in part
(a), it follows that we have bx =Q′

x(ax) for some ax ∈ Ker(εx) ⊆ A∗
x̂
. Hence Q′

x

is surjective for all x ∈ X0 with SK1(Bx̂) = 0, that is Q′
x is surjective for all but

finitely many x ∈ X0.
This completes the proof of Corollary 5.5.

COROLLARY 5.8. Let X be a curve, and A a sheaf of orders on X. If Ass is
also a sheaf of orders, then the semisimplification homomorphism σA is surje-
ctive.

Proof. Let σ ′
A denote the restriction of σA to Cllf (A). The commutative dia-

gram used in the proof of Lemma 4.1 shows that σA is surjective if and only if σ ′
A

has image Cllf (Ass). Set D := Ass , and write D for the generic stalk of D. Now,
from Theorem 5.2 we obtain surjections J (K1(A)) → Cllf (A) and J (K1(D)) →
Cllf (D). By composing these with the natural surjections J (A)→ J (K1(A)) and
J (D)→ J (K1(D)) which result from the fact that the rings Ax̂,Ax̂ , Dx̂ and Dx̂ are
semi-local for all x ∈ X0 (cf. [C, R2], (40.31)) we obtain surjections µ : J (A) →
Cllf (A) and µss : J (D) → Cllf (D). In addition, if q : J (A) → J (D) denotes the
natural quotient map on ideles, then the following diagram commutes

J (A)
µ−→ Cllf (A)�q �σ ′

A

J (D)
µss−→ Cllf (D).

For each x ∈ X0, Rx̂ is nilpotent (see Lemma 1.4(c)) and so the quotient maps
A∗

x̂
→ D∗

x̂
and A∗

x̂
→ D∗

x̂
are surjective. Hence the map q is surjective, and so it

follows that σ ′
A is also surjective.

THEOREM 5.9. Let X be a curve of genus g, and A an isotrivial sheaf of orders
on X. Suppose that t is a natural number.

(a) The group Dss(A) is finite, and

#Dss(A)� (#k)g.dimk(R(X)).

Hence Dss
t (A) is also finite.

(b) Suppose that A(t)
ss is commutative. Then

#Dss
t (A)� (#k)g.dimk(R(X)t ),

with equality if A is commutative.
Proof. Set B := A(t)

ss and R := R(A). Since A is isotrivial, Lemma 1.8(a) im-
plies that B is an isotrivial sheaf of orders. We consider the following commutative
diagram of pointed sets:
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1 −→ Ker(λA)
⊆−→ H 1(X,A∗)

λA−→ Cllf (A) −→ 0�κt �τ t �σ t

1 −→ Ker(λB)
⊆−→ H 1(X,B∗) λB−→ Cllf (B) −→ 0.

In this diagram λA and λB denote the surjective maps of Corollary 5.4, and so the
rows are short exact sequences. We write σ t for the restriction of σ t

A to Cllf (A),
τ t for the map induced by the quotient map A∗ → B∗ and κt for the restriction of
τ t to Ker(λA). The right-hand square of the diagram commutes and so Im(κt ) ⊆
Ker(λB) as indicated in the diagram. By applying the Snake lemma to the diagram
one obtains an exact sequence (of pointed sets):

1 → Ker(κt ) → Ker(τ t ) → Ker(σ t) → Im(κt ) \ Ker(λB).

Lemma 4.1 implies that Ker(σ t) = Dss
t (A) and, since A is isotrivial, Lemma

4.2 implies that Ker(τ t ) corresponds bijectively with H 1(X, 1 + Rt ).
If t = 1, then Corollary 5.5 implies that Im(κt ) = Ker(λB), and so the above

sequence gives rise to a surjective map

H 1(X, 1 + R) → Dss(A).

On the other hand, for any value of t , if B (respectively A) is commutative, then
Proposition 3.9 implies that Ker(λB) is trivial (respectively that both Ker(λA)
and Ker(λB) are trivial). Hence the above exact sequence implies that there is a
surjective (respectively bijective) map

H 1(X, 1 + Rt ) → Dss
t (A).

Thus, in order to prove both parts of the theorem, it suffices to show that

#H 1(X, 1 + Rt ) = (#k)g.dimk(R(X)t )

for all integers t � 0 and for all isotrivial orders A.
Let e denote the smallest non-negative integer such that Re is zero (see Lemma

1.4(c)). Since X is a curve we have that H 2(X,V)= {0} for any sheaf V . In partic-
ular therefore, for any natural numbers a, b with b� a� e − 1, the sequence (4.2)
gives a short exact sequence (of finite pointed sets)

0 → H 1(X,Q(a, a + 1)) → H 1(X,Q(b, a + 1)) → H 1(X,Q(b, a)) → 0,

and hence an equality

#H 1(X,Q(b, a + 1)) = [#H 1(X,Q(a, a + 1))][#H 1(X,Q(b, a))]. (5.9)

Taking the product over these equalities with b= t as a runs from t to e − 1 (and
noting that Q(t, e) = 1 + Rt ) gives

#H 1(X, 1 + Rt ) =
e−1∏
a=t

#H 1(X,Q(a, a + 1)). (5.10)
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Since A is isotrivial, the isomorphism (4.4) implies that

#H 1(X,Q(a, a + 1)) = [#H 1(X,O)]dimk(R(X)a/R(X)a+1) (5.11)

for each a with 1 � a� e − 1. Since also

e−1∑
a=t

dimk(R(X)a/R(X)a+1) = dimk(R(X)t),

this implies that

e−1∏
a=t

#H 1(X,Q(a, a + 1)) = [#H 1(X,O)]dimk(R(X)t ).

The desired result now follows from the fact that (by our standing assumption)
k = O(X) so that #H 1(X,O) = (#k)g .

Remark 5.10. In the case that A=O[G] with #G=p, Theorem 5.9(b) with
t = 1 was first obtained by T. Chinburg (private communication).

To conclude this section, we now prove Theorem 4.8.

The isomorphism detA(−) : Cllf (A) → Pic(A) of Proposition 3.9 has as in-
verse the first Chern class cA : Pic(A) → K

lf

0 (A) which is defined by sending the
class (L) to the element (L) − (A) for each L ∈ B1(A). We shall prove Theorem
4.8 by using the Riemann–Roch theorem and the bijectivity of such maps cA.

Let k′ be an arbitrary finite extension of k in kc. Set X′ := X ×k k′ and
O′ := OX′ . Theorem 5.9(a) implies that #Dss(A)� (#k)g.dimk(R(X)), and so The-
orem 4.8 will follow as a consequence of Proposition 4.6 if each section functor
kernel of the form Dsf (O′) may be identified with a subgroup of Pic0(X)(k′). Now
if c is any element of K0(X

′) such that χRAO′,U (c)= 0 for some U ∈Uaff (X′),
then rank(c)= 0, and so c∈ Cllf (O′). Hence c lies in the image of the injection
cO′ : Pic(X′)→K0(X

′). But O′(X′)= k′ so that K0(O′(X′))∼= Z, and the Riemann-
Roch Theorem implies that if L ∈ B1(O′), then the composite map

Pic(X′)
cO′→K0(X

′)
χRAO′,X′→ K0(O′(X′)) ∼= Z

sends (L) to degX′(L) (cf. [H], Chap. 4, § 1). Hence Dsf (O′) may be identified
with a subgroup of Pic0(X′) = Pic0(X)(k′) as required.

6. THE SEMISIMPLE CASE

In this section we investigate Cllf (O[G]) in the case that X is a curve, and p does
not divide #G. The study of O[G]-bundles in this case was initiated by R. Chapman
in [Cha] and the results given here amplify those of loc. cit.
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We let RG denote the ring of kc-valued characters of G, and we set Xc :=
X ×k k

c. If k[G] ∼= ∏
i∈I Mn(i)(km(i)) is the Wedderburn decomposition of k[G],

then

O[G] ∼=
∏
i∈I

O ⊗k Mn(i)(km(i))

∼=
∏
i∈I

Mn(i)((fm(i))∗OXm(i)
), (6.1)

and so

Cllf (O[G]) ∼=
⊕
i∈I

Cllf (Mn(i)((fm(i))∗OXm(i)
))

∼=
⊕
i∈I

Cllf ((fm(i))∗OXm(i)
)

(Proposition 3.8(b) and Examples 3.4)
∼=
⊕
i∈I

Pic(Xm(i))

(Proposition 3.9 and Spec((fm(i))∗OXm(i)
) ∼= Xm(i))

∼=
⊕
i∈I

HomFk
(Z[Gal(km(i)/k)],Pic(Xc)) (Lemma 4.9)

∼= HomFk
(
⊕
i∈I

Z[Gal(km(i)/k)],Pic(Xc)). (6.2)

If IrG denotes the set of irreducible kc-valued characters of G, then IrG is a disjoint
union of Fk-conjugacy classes {IrG,i : i ∈ I } where, for each i ∈ I , the field km(i) is
generated over k by the values of any (and therefore every) character which belongs
to IrG,i . For each i ∈ I we fix a character χi ∈ IrG,i and hence an Fk-equivariant
bijection between IrG,i and Gal(km(i)/k) (so that χi corresponds to the identity
element of Gal(km(i)/k)). These bijections induce an isomorphism⊕

i∈I
Z[Gal(km(i)/k)] ∼=

⊕
i∈I

Z[IrG,i] = RG (6.3)

and by combining this with (6.2) we obtain an isomorphism

Cllf (O[G]) ∼= HomFk
(RG,Pic(Xc)). (6.4)

Our aim in this section is to make the isomorphism (6.4) amenable to explicit
computation. To do this we use the generalised resolvent formalism of Fröhlich
as adapted by Chapman (cf. [Fr], [Cha]). Set Kc := K ⊗k k

c. It follows from
Corollary 5.4 that we need only describe those elements of HomFk

(RG,Pic(Xc))

which correspond to O[G]-bundles V of rank one. In this case the stalk Vx is freely
generated over Ox[G] by an element vx , say, for each x ∈X. Since each point
x ∈X0 is a specialisation of the unique generic point η of X, there is a natural
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injective map from each Vx to the generic stalk Vη. In this way each stalk Vx can be
regarded as an Ox[G]-lattice in the free K[G]-module Vη, so that vx = λx.vη for a
unique element λx of K[G]∗. For each natural number s we let GLs(K

c) denote the
unit group of the ring Ms(K

c). We extend each representation T : G −→ GLs(K
c)

of G to a Kc-algebra homomorphism T̃ : Kc[G] −→ Ms(K
c) in the obvious way,

and we then define

D(V)χ :=
∑

y∈(Xc)0

Valy
(

det(T̃ (λx(y)))
)
y,

where here χ is the character of T , Valy denotes the valuation of Kc corresponding
to y, and x(y) ∈ X0 is the point which lies beneath y. It is not difficult to see
that the formal sum D(V)χ belongs to Div(Xc), and is independent of the choice
of representation T which affords χ . Write [D(V)χ ] for the image of D(V)χ in
Pic(Xc). Then [D(V)χ ] is independent of the choice of each element λx(y) as de-
scribed above, and the map [V] ∈ Hom(RG,Pic(Xc)) which is induced by sending
each character χ to the class [D(V)χ ] actually belongs to HomFk

(RG,Pic(Xc))

(cf. [Cha], Lem. 1, Lem. 2 and Prop. 1).

PROPOSITION 6.1. If p does not divide #G, then the map

θO[G] : Cllf (O[G]) −→ HomFk
(RG,Pic(Xc))

which is induced by sending each O[G]-bundle L of rank one to the element [L]
defined above is an isomorphism.

Proof. It suffices to prove that for each O[G]-bundle L of rank one the iso-
morphism (6.4) sends the class of L to the homomorphism [L]. To do this it is in
turn enough to replace O[G] by each of its components in the decomposition (6.1).
We thus fix an index i ∈ I , set C := Mn(i)((fm(i))∗OXm(i)

) and let C denote the
corresponding component of K[G]. We set n := n(i), k′ := km(i), X′ := X ×k k

′,
L := k(X′) and let f ′ : X′ →X denote the natural morphism. For any indecom-
posable idempotent e of Mn(k

′) the n-dimensional k′-space Mn(k
′)e affords the

character χi . If T : G → GLn(k
′) is the corresponding representation of G, then

the restriction to C of the associated algebra morphism T̃ : K[G] →Mn(L) is the
identity map. Let C′ denote the sheaf of orders f ′∗OX′ . Then the isomorphism of
Proposition 3.8(b) sends (L)∈ Cllf (C) to the class of the C′-bundle L′ which has
sections L′(U)= eMn(k

′)⊗Mn(k′)L(U)= eL(U) for each open subset U of X. The
isomorphism Cllf (C′)∼= Pic(C′) of Proposition 3.9 sends the class of L′ to the class
of detC′L′.

We now view L as a subsheaf of the constant sheaf Mn(L), and we choose an af-
fine open covering U ={Us} of X such that, for each index s, L(Us)=Mn(C′(Us))as
for some element as ∈GLn(L). The space of sections of detC′L′ over Us is then
equal to C′(Us)det(as). For each y ∈ (X′)0 we choose Us(y) ∈U which contains
f ′(y) and we note that the valuation Valy(det(as(y))) is independent of precisely
which open set Us(y) and basis element as(y) as above are chosen. Under the iso-
morphism Pic(C′) ∼= Pic(X′) coming from Proposition 3.9, the class of detC′L′
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is sent to the class of the divisor
∑

y∈(X′)0
Valy

(
det(as(y))

)
y. The desired result

thus follows from the fact that under the isomorphism Pic(X′) ∼= HomFk
(Z[IrG,i],

Pic(Xc)) coming from Lemma 4.9 and (6.3) the class of
∑

y∈(X′)0
Valy

(
det(as(y))

)
y

is sent to the homomorphism which is obtained by restricting [L] to Z[IrG,i].

Remark 6.2. In [Cha] Chapman introduces the homomorphism [L] defined
above as an important structural invariant of the rank one O[G]-bundle L. Pro-
position 6.1 verifies that [L] is in fact a natural representative of the class of L in
Cllf (O[G]).

This ‘Hom-description’ of Fröhlich and Chapman turns out to be very well
adapted to the explicit computation of those classes which arise from structure
sheaves of tame Galois covers of X (cf. [Cha] and [A, Bu]). As the next result
shows, it is also amenable to studying functorial behaviour. We point out that such
explicit descriptions of functoriality are often very useful in arithmetical applica-
tions.

PROPOSITION 6.3. Suppose that X is a curve and that G is a finite group such
that p does not divide #G. Let H be a subgroup of G.

(a) Let

IndG
H : Cllf (O[H ]) → Cllf (O[G])

denote the map which is induced by the functor O[G] ⊗O[H ] −. Then there is a
commutative diagram:

Cllf (O[H ])
θO[H ]−→ HomFk

(RH ,Pic(Xc))�IndGH

�resGH

Cllf (O[G])
θO[G]−→ HomFk

(RG,Pic(Xc)),

where the right-hand vertical arrow is induced by the restriction map resGH : RG →
RH on characters.

(b) Let

ResGH : Cllf (O[G]) → Cllf (O[H ])

denote the map which is induced by viewing an O[G]-bundle as an O[H ]-bundle.
Then there is a commutative diagram:

Cllf (O[G])
θO[G]−→ HomFk

(RG,Pic(Xc))�ResGH

�indGH

Cllf (O[H ])
θO[H ]−→ HomFk

(RH ,Pic(Xc)),
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where the right-hand vertical arrow is induced by the induction map indG
H : RH →

RG on characters.
(c) Suppose that H is normal in G. Let

CoinfGG/H : Cllf (O[G]) → Cllf (O[G/H ])

denote the map which is induced by the functor O[G/H ] ⊗O[G] −. Then there is a
commutative diagram:

Cllf (O[G])
θO[G]−→ HomFk

(RG,Pic(Xc))�CoinfGG/H

�infGG/H

Cllf (O[G/H ])
θO[G/H ]−→ HomFk

(RG/H ,Pic(Xc)),

where the right-hand vertical arrow is induced by the inflation map infGG/H :
RG/H → RG on characters.

Proof. This is formally the same as the proof of ([Fr], Chap. II, Th. 12).

7. GROUP RINGS OF ABELIAN GROUPS

In this section, we assume that X is any irreducible, projective variety over k. Let
G be any finite Abelian group. We shall explain how the group Pic(O[G]) and the
filtration {Dss

i (O[G])}i � 0 have interesting re-interpretations.

Let P denote the Picard scheme PicX/k of X/k, and suppose that A is any
isotrivial sheaf of commutative orders on X (e.g. A = O[G]). The following result,
which was explained to us by G. Pappas, shows that the group Pic(A) is isomorphic
to the group of Spec(A(X))-valued points of P. In this context, it is interesting to
recall that if X is a curve, then there is a canonical identification between Pic(A)

and Cllf (A) (see Proposition 3.9).

PROPOSITION 7.1. There is a natural isomorphism Pic(A) � P(Spec(A(X)).
Proof. We set S := Spec(A(X)) and XS := X×k S. As A is the structure sheaf

of XS , it follows that we may view rank one A-bundles on X as line bundles on
XS , and that Pic(A) is the group of isomorphism classes of line bundles on XS (see
the proof of Sublemma 3.9.1, for example). Since all line bundles on S are trivial,
it follows immediately from the definition of the Picard scheme (see e.g. [M,F],
Chap. 0, § 5) that Pic(A) � P(S), as asserted.

In the following Corollary (which will be used in Section 9), we write µdµdµd for
the subgroup scheme of d-torsion of the multiplicative group Gm over k.

COROLLARY 7.2. Suppose that G is cyclic of order d. Then there is a natural
isomorphism Pic(O[G]) � P(µdµdµd).
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Proof. Let T be an indeterminate. Then k[G] � k[T ]/(T d − 1), and so
Spec (k[G]) = µdµdµd . The result thus follows immediately from Proposition 7.1.

We now discuss the subgroups {Dss
i (O[G])}i � 0 of Klf

0 (O[G]). To do this we
write #G = pnr with (p, r) = 1, and we let P and H denote the subgroups of G
which have orders pn and r, respectively. We set R := R(O[G]).

Since G is the direct product of H and P , there is an identification O[G] =
O[H ] ⊗k k[P ]. With respect to this identification, one has R = O[H ] ⊗k I (k[P ])
where I (k[P ]) denotes the augmentation ideal of k[P ]. This ideal is the kernel of
the natural surjection O[G] → O[G/P ] ∼= O[H ] and so O[G]ss ∼= O[H ]. The
semisimplification homomorphism

σO[G] : O[G] → O[H ]

is thus canonically split by the map from K
lf

0 (O[H ]) to K
lf

0 (O[G]) which is
induced by the functor O[G] ⊗O[H ] −.

For each integer i with 0 � i � n we now write P i for the subgroup of G which
is generated by the pi-th powers of elements of P . Then Rpi

is equal to the kernel
O[H ] ⊗k I (k[P i])k[P ] of the natural surjection O[G] −→ O[G/P i], and so

O[G](p
i)

ss
∼= O[G/P i].

We write

CoinfGG/Pi
: Klf

0 (O[G]) → K
lf

0 (O[G/P i])

for the co-inflation homomorphism which is induced by the functor
O[G/P i] ⊗O[G] −. The following result is now clear.

LEMMA 7.3. For each integer i with 0 � i � n one has

Dss
pi (O[G]) = Ker

(
CoinfGG/Pi

: Klf

0 (O[G]) → K
lf

0 (O[G/P i])
)
.

Lastly we observe that Lemma 4.2 can also be reinterpreted in this case. Indeed,
for each integer i with 0 � i < n one has a short exact sequence of sheaves

0 → Rpi

/Rpi+1 →
(
O[G](p

i+1)
ss

)∗ →
(
O[G](p

i )
ss

)∗ → 0

in which the second arrow is induced by the truncated exponential map x �→∑s=p−1
s=0 xs/s! and the third arrow is the natural quotient map. By taking sheaf

cohomology of these sequences one can recover the relevant parts of Lemma 4.2.

3. Cyclic Groups of p-Power Order

In the last two sections of this paper, we shall restrict ourselves to the case in which
A = O[G] with G a cyclic group of p-power order. We write Fp for the finite field
of p elements.
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8. WITT VECTORS

In this section, we allow X to be any irreducible scheme over k, and we let G
denote a cyclic group of order pn. We shall describe Pic(O[G]) in terms of the
Zariski cohomology of sheaves of Witt vectors. In the next section we shall see
that this description can be useful in arithmetical contexts.

For any Fp-algebra B, we let W(B) denote the ring of Witt vectors with coef-
ficients in B. For any natural number s we write Ws(B) for the quotient of W(B)

consisting of Witt vectors of length s. We write V , respectively F , for the Ver-
schiebung, respectively Frobenius, map on W(B). Thus, if (b0, b1, . . . ) ∈ W(B),
then V (b0, b1, . . . ) = (0, b0, b1, . . . ) and F(b0, b1, . . . ) = (b

p

0 , b
p

1 , . . . ). By pas-
sage to quotient one obtains induced maps

V : Ws(B) → Ws+1(B)

and

F : Ws(B) → Ws(B).

If s � t we write

Rs,t : Ws(B) → Wt (B)

for the restriction map (b0, . . . , bs−1) �→ (b0, . . . , bt−1).
We write Ws for the sheaf of Witt vectors of length s on X as introduced in

[S1] (see also [S2], Chap. V). In what follows, we shall often abuse notation and
write for example V : H 1(X,Ws) → H 1(X,Ws+1) for the morphism induced by
the Verschiebung. This should not cause any confusion.

Let T be an indeterminate, and fix a generator g of G. For each affine open
subset U of X, we fix an identification of A(U)[G]∗ with the group of units of the
ring R(U)n := A(U)[T ]/(T pn

) by letting the class tn of T in R(U)n correspond
to the element g − 1 ∈ A(U)[G]. We write E(−) for the Artin–Hasse exponential
function on Witt vectors. For each integer i > 0 we let ri(n) denote the least
positive integer such that pri(n) �pn/i. We recall that each element α of R(U)∗n
can be written uniquely as a product

α = a0 ×
∏

0<i<pn

(i,p)=1

E(ai.T
i), (8.1)

where here a0 ∈ A(U)∗, each ai belongs to Wri (n)(A(U)) and ai.T
i denotes the

product in Wri(n)(A(U)[T ]) of ai by (T i, 0, 0, . . . ) ∈ Wri (n)(A(U)[T ]) (see [S2],
Chap. V, Prop. 9). This decomposition in turn induces an isomorphism of sheaves
of groups on X

O[G]∗ ∼= O∗ ×
∏

0<i<pn

(i,p)=1

Wri (n). (8.2)
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Set W(O[G])−1 := Pic(O) and W(O[G])i := H 1(X,Wri(n)) for each integer i

with 0< i <pn and (i, p) = 1. We define

W(O[G]) :=
⊕

−1 � i � pn

(i,p)=1

W(O[G])i .

In conjunction with the canonical identification Pic(O[G]) ∼= H 1(X,O[G]∗) in-
duced by Lemma 2.4 (with n = 1), one obtains from the decomposition (8.2) an
isomorphism (which depends upon the choice of generating element g)

ωg : Pic(O[G]) ∼= W(O[G]). (8.3)

In the next section, we shall see that this explicit isomorphism can be useful in
the context of arithmetical computations.

Our next result is a natural analogue of Proposition 6.3 and it shows that the
isomorphism (8.3) is also useful for discussing functorial behaviour. Before stating
the result, we introduce the following piece of notation. Let H be any cyclic group
of p-power order, and let τ be any homomorphism with domain W(O[H ]). Then,
for each integer i with −1 � i � #H and (i, p) = 1, we write τi for the restriction
of τ to the direct summand W(O[H ])i of W(O[H ]).

PROPOSITION 8.1. Let H be the subgroup of G of order pj (so that 0 � j � n).
(a) Let

V n−j : W(O[H ]) → W(O[G])

be the homomorphism defined by

V
n−j

−1 = id : W(O[H ])−1 → W(O[G])−1,

and

V
n−j

i = V ri(n)−ri(j) : W(O[H ])i → W(O[G])i

for each integer i with 0 < i < pj and (i, p) = 1. If h denotes gpn−j
, then the

following diagram commutes:

Cllf (O[H ])
detO[H ]−→ Pic(O[H ])

ωh−→ W(O[H ])�IndGH

�O[G]⊗O[H ]−
�V n−j

Cllf (O[G])
detO[G]−→ Pic(O[G])

ωg−→ W(O[G]).

(b) Let

Rj : W(O[G]) → W(O[G/H ])
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be the homomorphism defined by

R
j

−1 = id : W(O[G])−1 → W(O[G/H ])−1,

R
j

i = Rri(n),ri (n−j) : W(O[G])i → W(O[G/H ])i

for each integer i with 0 < i < pn−j and (i, p) = 1, and

R
j

i = 0

for each integer i > pn−j . If g̃ denotes the image of g in G/H , then the following
diagram commutes:

Cllf (O[G])
detO[G]−→ Pic(O[G])

ωg−→ W(O[G])�CoinfGG/H

�O[G/H ]⊗O[G]−
�Rj

Cllf (O[G/H ])
detO[G/H ]−→ Pic(O[G/H ])

ωg̃−→ W(O[G/H ]).

(c) Let

Sn−j : W(O[G]) → W(O[H ])

be the homomorphism defined by

S
n−j

−1 = pn−j : W(O[G])−1 → W(O[H ])−1,

S
n−j

i = Fn−j ◦ Rri(n),ri(j) : W(O[G])i → W(O[H ])i

for each integer i with 0 < i < pj and (i, p) = 1, and

S
n−j

j = 0

for each integer i > pj . If h denotes gpn−j

, then the following diagram commutes:

Cllf (O[G])
detO[G]−→ Pic(O[G])

ωg−→ W(O[G])�ResGH

�detO[H ]

�Sn−j

Cllf (O[H ])
detO[H ]−→ Pic(O[H ])

ωh−→ W(O[H ]).

Proof. In each case the commutativity of the left hand square is a straightfor-
ward consequence of standard properties of the determinant map. Indeed, cases
(a) and (b) follow easily from the fact that determinants commute with scalar
extension, and in (c) one uses the following well known fact. After fixing a set of
coset representatives of H in G, one obtains for each commutative ring � and each
natural number m a canonical identification ιm : GLm(�[G]) ∼= GLmpn−j (�[H ]).
Then for each θ ∈ GLm(�[G]) one has

det(ιm(θ)) = det(ι1(det(θ))) ∈ �[H ]∗.
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It remains to discuss the commutativity of the right hand squares. To do this we
let U be any affine open subset of X.

The commutativity of the right hand square in (a) can be deduced from the
following fact. We identify R(U)j with a subring of R(U)n so that tj corresponds

to t
pn−j

n . Then, for each integer i with 0< i <pj and (i, p) = 1, and each element
ai of Wri (j)(A(U)) one has

E(ai.(T
pn−j

)i) = E(V ri(n)−ri (j)ai .T
i) ∈ R(U)∗n.

In case (b) the commutativity of the right-hand square is a consequence of the fact
that for each integer i with 0< i <pn and (i, p) = 1, and for each element ai of
Wri (n)(A(U)), the projection of E(ai.T

i) ∈ R(U)∗n into R(U)∗n−j is equal to

1, if i > pn−j ,

E(Rri(n),ri(n−j)ai .T
i), if i �pn−j .

To deal with the right-hand square in case (c) we shall assume that j = n − 1
(the general case follows from this by an induction on n− j ). We set Rp :=
{0, 1, . . . , p − 1} and for each integer i we let {i} denote the unique element of
Rp such that i − {i} is divisible by p. Each α ∈ A(U)[G]∗ induces an A(U)[H ]-
automorphism of A(U)[G] and we let θ(α) denote its matrix as computed with
respect to the A(U)[H ]-basis {gi : i ∈Rp} of A(U)[G]. The commutativity of
the right hand square in (c) (with j = n − 1) follows easily from the equality
det(θ(α)) = αp and the fact that p = F ◦ V on W(B) for any Fp-algebra B.
In the remainder of the proof we shall explain why det(θ(α)) = αp. To do this, we
define hs ∈ A(U)[H ] for each s ∈ Rp by the equality α = ∑

s∈Rp
gshs.

LEMMA 8.2. Let θ ′(α) denote the p×p matrix with entries θ ′(α)(i,j) = g{j−i}h{j−i}
for each (i, j) ∈ Rp × Rp. Then det(θ ′(α)) = det(θ(α)).

Proof. The (i, j) entry of θ(α) is equal to h{j−i} if j � i and to gph{j−i} if
j < i so that

det(θ(α)) =
∑
σ∈Sn

sign(σ )gpt(σ )
∏
i∈Rp

h{σ(i)−i},

where Sn is the group of permutations on n symbols and t (σ ) := #{i ∈ Rp : σ (i) <
i} for each σ ∈ Sn. Since

det(θ ′(α)) =
∑
σ∈Sn

sign(σ )g
∑

i∈Rp
{σ(i)−i} ∏

i∈Rp

h{σ(i)−i},

it therefore suffices to show that pt(σ ) = ∑
i∈Rp

{σ (i) − i} for each σ ∈ Sn.
However, since

∑
i∈Rp

(σ (i) − i) = 0 this last equality is easily verified.

LEMMA 8.3. det(θ ′(α)) = αp.
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Proof. We set � := W(A(U)), and we begin by observing that we may lift
g ∈ G to ĝ ∈ �[G] in the obvious manner. We then choose lifts ĥs ∈ �[G] of hs

for each s ∈ Rp, and we define θ̂ ′(α) ∈ Mp(�[G]) by

(θ̂ ′(α))(i,j) := ĝ{j−i}ĥ{j−i}.

This matrix θ̂ ′(α) is then a lift of θ ′(α) to Mp(�[G]).
We let R+

p denote the set Rp endowed with the group law (i, j) �→ {i + j} for
i, j ∈ Rp, and we set R∨

p := Hom(R+
p , µp), where µp denotes the group of p-th

roots of unity in an algebraic closure of the field of fractions of W(k). Define a
map f : Rp → �[G] by f (i) := ĝi ĥi for each i ∈ Rp. Then we have

(θ̂ ′(α))(i,j) = f ({j − i})
for each i and j . Since {j − i} = j − i with respect to the group law on R+

p it
follows via a standard argument dealing with evaluation of determinants (see e.g.
[Fr, T], App. A, § A13) that we therefore have

det(θ̂ ′(α)) =
∏

χ∈R∨
p


∑

s∈Rp

χ(s)ĝs ĥs


 ∈ (� ⊗W(k) W(k)[µp])[G].

Upon projecting this equality to A(U)[G] we obtain

det(θ ′(α)) =
∏
R∨

p


∑

s∈Rp

gshs


 ,

and this is equal to αp as required.
Taken together, Lemmas 8.2 and 8.3 complete the proof of Proposition 8.1.

9. REALISABLE CLASSES

Let X be an irreducible, projective variety over k, and suppose that G is a cyclic
group of order pn. In this section we shall apply the techniques discussed in Sec-
tions 7 and 8 to describe those elements of Pic(O[G]) which arise from structure
sheaves of unramified G-covers Y →X. The results in this section both clarify and
extend results from ([A, Bu], § 2.1). In addition, Lemma 2.1 of [A, Bu] explains
how some of the results of the present section extend easily to cover the case in
which G is an arbitrary finite Abelian p-group.

If f : Y →X is an unramified G-cover of X, then f∗OY is an O[G]-bundle
of rank one and hence gives rise to an element of Pic(O[G]). We say that an
element of Pic(O[G]) is realisable if it can be obtained in this manner for some
choice of unramified G-cover f . It is shown in [A, Bu] that the subset RX(G) of
realisable elements of Pic(O[G]) is in fact a subgroup and is moreover isomorphic
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to H 1(X,Wn)
F=1. In this section, we shall apply the results of the present paper to

study the subgroup RX(G) more closely.
Let P denote the Picard scheme PicX/k of X/k. Suppose that τ ∈ RX(G), and

that τ arises via an unramified G-cover f : Y →X as above. Corollary 7.2 (with
d =pn) gives an isomorphism Pic(O[G])�P(µpnµpnµpn). Hence the class (f∗OY )∈
Pic(O[G]) induces a morphism τ ′ : µpnµpnµpn →P. As Y is a G-torsor over X, it follows
from Section 1 of [Chi, M] that (f∗OY ) ∈ Pic(O[G]) is a primitive class, and so in
fact τ ′ ∈ Hom(µpnµpnµpn,P). The following result shows conversely that every primitive
class is realisable (see also [A] for further results in this direction).

THEOREM 9.1. The composite bijection

Pic(O[G])
∼→ P(µpnµpnµpn)

∼→ Map(µpnµpnµpn,P)

sends RX(G) onto Hom(µpnµpnµpn,P).
Proof. Recall that RX(G) � H 1(X,Wn)

F=1 (see Theorem 2.5 of [A, Bu]), and
so the discussion above implies that #[H 1(X,Wn)

F=1] � #Hom(µpnµpnµpn,P). Follow-
ing a suggestion of G. Pappas, we shall construct an injection Hom(µpnµpnµpn,P) →
H 1(X,Wn)

F=1. This will immediately imply the result we seek.
Let PFn denote the sub-group scheme of Fn-torsion on P over k, and write

Z/pnZ for the Cartier dual of µpnµpnµpn . We begin by observing that since µpnµpnµpn is anni-
hilated by Fn, it follows that Hom(µpnµpnµpn,P) � Hom(µpnµpnµpn,PFn). Let D(PFn) denote
the Cartier dual of the group scheme PFn . Then, via Cartier duality, we have that
Hom(µpnµpnµpn,PFn)� Hom(D(PFn),Z/pnZ).

Let R=W(k)[F, V ] be the Dieudonné ring over W(k). (So, in R, we have
FV =VF =p,Fa = σ (a)F , and aV =V σ(a) for any a ∈ W(k), where σ is the
absolute Frobenius on W(k).) Write M(D(PFn)) and M(Z/pnZ) for the Dieud-
onné modules of D(PFn) and Z/pnZ, respectively (see § 3 of [O] or Chap. III of
[Fo]). Then M(Z/pnZ) is generated over R by one element, and (F−1)M(Z/pnZ)
= 0.

Next, we note that it is shown in the proof of Theorem 4.4 of [O] that

M(D(PFn)) � H 1(X,Wn).

Hence, it follows that there is an injection

HomR(M(Z/pnZ),M(D(PFn))) → H 1(X,Wn)
F=1.

Since the Dieudonné functor M induces an anti-equivalence of categories between
the category of commutative finite k-group schemes of p-power rank over k, and
the category of left R-modules of finite W(k)-length, we have

Hom(D(PFn),Z/pnZ) � HomR(M(Z/pnZ),M(D(PFn))),

and so we finally deduce the existence of an injection Hom(µpnµpnµpn,P)→
H 1(X,Wn)

F=1, as required.
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This theorem completely describes RX(G) in terms of the Picard scheme of X.
To end this section we explain how RX(G) can be computed more explicitly by
using the Witt vector description of Pic(O[G]) given in Section 8. As an example,
we shall then complete this computation in the case that #G=p.

From now on, we assume only that X is a separated scheme over k. We let
π 1(X,G) denote the group of isomorphism classes of G-torsors over X, and write
Wn(k)F−1 for the quotient Wn(k)/(F − 1)Wn(k). We fix a generator g of G. The
explicit computation of RX(G) in terms of Witt vectors is based upon the following
result.

PROPOSITION 9.2. (a) There are short exact sequences (which are dependent
upon the choice of g)

0 → Wn(k)F−1 → π1(X,G) → H 1(Xet ,Wn)
F=1 → 0 (9.1)

and

0 → Wn(k)F−1 → π1(X,G) → RX(G) → 0. (9.2)

(b) For each integer i � 1 the morphism f : Xet →XZar which is induced by
the identity map induces an isomorphism

H 1(X,Wi)
∼→H 1(Xet ,Wi). (9.3)

Proof. The existence of (9.1) is established in ([S1], Prop. 13) and ([Mi], Chap.
III, Prop. 4.12), while that of (9.2) is shown in ([A, Bu], Th. 2.5).

As a consequence of the Leray spectral sequence, (9.3) will follow if we prove
that Rjf∗Wi = 0 for each j > 0. This is proved for the case i = 1 in ([Mi], Chap.
III, Prop. 3.7) and in general can be proved by an induction on i using the natural
short exact sequence of sheaves

0 → Wi−1 → Wi → W1 → 0.

We now view each G-torsor Y over X as being a sheaf on X for the fpqc
topology. Using the exactness of (9.1) we can give an explicit description of each
such Y . To do this, we choose an affine open covering U ={Ui : i ∈ I } of X, with
Ui = Spec (Ai), and we set C0(U ,Wn) := ∏

i∈I Wn(Ui). We let Z1(U ,Wn) denote
the set of Čech 1-cocycles of Wn with respect to U .

It follows as a consequence of (9.1) and (9.3) that any G-torsor Y over X can
be described by giving elements (ai) ∈ C0(U ,Wn) and (zi,j ) ∈ Z1(U ,Wn) such
that

Fzi,j − zi,j = aj − ai

for all i and j in I (cf. the discussion following [Mi], Chap. III, Prop. 4.12). More
explicitly, for each index i one has

Y (Ui) = Ai[T1, T2, . . . , Tn]/ai,
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where here {Tr : 1 � r � n} is a set of independent indeterminates and ai denotes
the ideal of the polynomial ring Ai[T1, T2, . . . , Tn] which is generated by those
relations which are equivalent to the equality

F(T1, T2, . . . , Tn) − (T1, T2, . . . , Tn) = ai,

in Wn(Ai[T1, T2, . . . , Tn]). Since X is separated, for each pair of indices i and j

one has Ui ∩ Uj = Spec (Ai,j ), and the patching data for Y is given by those
isomorphisms

Ai,j [T1, T2, . . . , Tn]/ai → Ai,j [T1, T2, . . . , Tn]/aj,

which are induced by the translation

(T1, T2, . . . , Tn) �→ (T1, T2, . . . , Tn) + zi,j ,

in Wn(Ai,j [T1, T2, . . . , Tn]). The action of G on each Y (Ui) is specified so that g
corresponds to the Ai-algebra automorphism which acts on each Tr so as to induce
the translation

(T1, T2, . . . , Tn) �→ (T1, T2, . . . , Tn) + 1

in Wn(Ai[T1, T2, . . . , Tn]). Via this action, we obtain a G-torsor f : Y → X whose
image in H 1(X,Wn)

F=1 under the map given by (9.1) and (9.3) is represented by
the 1-cocycle (zi,j ).

We now aim to describe the image of the element of Pic(O[G]) which corres-
ponds to f∗OY under the isomorphism ωg of (8.3). To do this, we use the following
result.

LEMMA 9.3. Let G act on Y (Ui) as above. Then Y (Ui) is a free Ai[G]-module,
with basis element (

∏n
r=1 Tr)

p−1.
Proof. Write αm := (

∏m
r=1 Tr)

p−1 (where 1 �m� n), and for each subgroup
H of G, set TrH(αm) := ∑

h∈H h(αm). To prove the desired result, it suffices to
show that TrG(αn) ∈ A∗

i (cf. the proof of Lemma 2.3 of [A, Bu]).
Now for each j ∈ Z, (gpn−1

)j sends αn to [(Tn + j)
∏n−1

r=1 Tr ]
p−1. Hence,

Tr
<gp

n−1
>
(αn) =

p−1∑
j=0

[
(Tn + j)

n−1∏
r=1

Tr

]p−1

= αn−1

p−1∑
j=0

(Tn + j)p−1.

We have

p−1∑
j=0

(Tn + j)p−1 =
p−1∑
j=0

p−1∑
s=0

(
p − 1

s

)
T p−1−s
n j s
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=
p−1∑
s=0

(
p − 1

s

)
T p−1−s
n

p−1∑
j=0

j s

= −1,

where the last equality follows from the fact that

p−1∑
j=0

j s ≡
{

0 (modp), if s �≡ p − 1 (modp)

−1 (modp), otherwise.

Hence we have that Tr
<gp

n−1
>
(αn) = −αn−1. It therefore follows by induction on

n that TrG(αn) = (−1)n ∈ A∗
i , and this establishes the required result.

For each integer r ∈ {1, 2, . . . , n} we define an element Tr(zi,j ) of Ai,j

[T1, T2, . . . , Tn] by means of the equality

(T1, T2, . . . , Tn) + zi,j = (T1(zi,j ), T2(zi,j ), . . . , Tn(zi,j ))

in Wn(Ai,j [T1, T2, . . . , Tn]). An argument similar to that of Lemma 9.3 shows that

the element
(∏n

r=1 Tr(zi,j )
)p−1

is a free generator of Y (Ui ∩ Uj) over Ai,j [G].
Hence there exists an element λi,j ∈ Ai,j [G]∗ such that(

n∏
r=1

Tr(zi,j )

)p−1

= λi,j

(
n∏

r=1

Tr

)p−1

∈ Y (Ui ∩ Uj). (9.4)

Since Y (Ui) = f∗OY (Ui), the 1-cocycle (i, j) �→ λi,j is a representative of the iso-
morphism class of f∗OY in H 1(X,O[G]∗). After decomposing each element λi,j
using the Artin–Hasse exponential as in (8.1) we therefore obtain a representative
for the image of (f∗OY ) in W(O[G]) under the isomorphism ωg of (8.3).

As an explicit example, we shall now complete this calculation in the case that
#G=p. We observe that in this case the equality (9.4) takes the form

(T + zi,j )
p−1 = λi,jT

p−1 ∈ Ai,j [T ]/(T p − T − ai)

(where here we write T in place of T1).

LEMMA 9.4. For each pair of indices i, j and for each element z of Ai,j one has

(T + z)p−1 =
(

1 +
p−1∑
r=1

(∏r−1
s=0(z − s)

r!

)
(g − 1)r

)
T p−1

∈ Ai,j [T ]/(T p − T − ai).

Proof. For any subset {cr : 0 � r < p} of Ai,j one has(
p−1∑
r=0

crg
r

)
T p−1 =

p−1∑
r=0

cr (T + r)p−1 ∈ Ai,j [T ]/(T p − T − ai).
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Hence we must solve the equation

(T + z)p−1 =
p−1∑
r=0

cr(T + r)p−1 ∈ Ai,j [T ]/(T p − T − ai).

Since the maximum exponent of T which occurs on both sides of this equality is
less than p, we can equate coefficients of powers of T . This yields the system of
equations

zk =
p−1∑
r=0

crr
k, (0 � k < p) (9.5)

(where we interpret 00 as 1). For each integer r with 0 � r < p we define c′
r =∑p−1

s=r cs
(
s

r

)
. Then we have

p−1∑
r=0

crg
r =

p−1∑
r=0

cr(1 + (g − 1))r =
p−1∑
r=0

c′
r (g − 1)r .

To complete the proof of the result, we must therefore show that c′
0 = 1 and that

c′
r = (1/r!)

∏r−1
s=0(z − s) for each integer r with 0 < r < p. The equality c′

0 = 1
follows immediately from (9.5) with k= 0, but to deal with the case r > 0 we shall
need some further notation.

For integers a, b with 0 � a � b, we write σ(a)(b) for the value of the a-th sym-
metric polynomial in b variables evaluated on the set of integers {1, 2, . . . , b}. Let
Z be an indeterminate. Then the following identity holds in Z[Z]:

r−1∏
s=0

(Z − s) =
r−1∑
s=0

Zr−s(−1)sσ(s)(r − 1), (r � 1). (9.6)

For each integer r with 0 < r < p we then have

c′
r =

p−1∑
s=r

cs

(
s

r

)

=
p−1∑
s=r

cs

r!
s(s − 1) . . . (s − (r − 1))

=
p−1∑
s=1

cs

r!
s(s − 1) . . . (s − (r − 1))

=
p−1∑
s=1

cs

r!

r−1∑
j=0

sr−j (−1)jσ(j)(r − 1) (using(9.6))
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=
r−1∑
j=0

(−1)j

r!
σ(j)(r − 1)

p−1∑
s=1

css
r−j

=
r−1∑
j=0

(−1)j

r!
σ(j)(r − 1)zr−j (using(9.5))

= 1

r!

r−1∏
j=0

(z − j) (using(9.6)).

This completes the proof of the lemma.

The next result gives the Artin–Hasse decomposition (see (8.1) and (8.2)) of
the element of Ai,j [G] which occurs on the right-hand side of the equality in the
statement of Lemma 9.4. We write exp(p−1)(−) for the truncated exponential map

x �→ ∑p−1
s=0 xs/s!

LEMMA 9.5. For each pair of indices i, j and for each element z of Ai,j one has

1 +
p−1∑
r=1

(∏r−1
s=0(z − s)

r!

)
(g − 1)r

=
p−1∏
r=1

exp(p−1)

(
z.

(
(−1)r−1

r

)
(g − 1)r

)
∈ Ai,j [G] . (9.7)

Proof. Let Z1 and Z2 be any two independent indeterminates. Then we have
the following identity of formal power series in Q[[Z1, Z2]]:

exp (Z1 log(1 + Z2)) = 1 +
∑
r � 1

(
Zr

2

r!

) r−1∏
s=0

(Z1 − s). (9.8)

(A proof of this will be given below.) By applying this identity with Z1 = z and
Z2 = g − 1, and using the fact that Zp

2 = 0 ∈ Ai,j [G], we obtain the equality

1 +
p−1∑
r=1

(∏r−1
s=0(z − s)

r!

)
(g − 1)r

= exp(p−1)

(
z.

p−1∑
r=1

(
(−1)r−1

r

)
(g − 1)r

)
∈ Ai,j [G].

This is equivalent to the desired equality (9.7).
To complete the argument, we now give a proof of the identity (9.8).
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We set

α(Z1, Z2) := exp(Z1 log(1 + Z2)),

β(Z1, Z2) := 1 +
∑
r � 1

(
Zr

2

r!

) r−1∏
s=0

(Z1 − s).

A routine computation yields identities of formal power series

∂α

∂Z2
= Z1

1 + Z2
α,

(1 + Z2)
∂β

∂Z2
= Z1β.

These imply that ∂/∂Z2[β/α] is identically 0, from which we deduce that β/α
is independent of Z2. The identity (9.8) now follows upon noting that the series
α(Z1, 0) and β(Z1, 0) are both identically 1.

The following description of RX(G) is now a consequence of Lemmas 9.4 and
9.5, together with the discussion preceding them.

PROPOSITION 9.6. Let X be any separated scheme over k. If #G=p, then

ωg(RX(G)) = {(0, c,−2−1c, 3−1c, . . . ,−(p − 1)−1c) : c ∈ H 1(X,O)F=1}
⊆ W(O[G])

for any generator g of G.

Proposition 9.6 suggests the following question. Let G be a cyclic group of
order pn with n� 1. If g is a generator of G, then just as in (8.2), the Artin–Hasse
exponential induces an isomorphism

Lg : k[G]∗ ∼→ k∗ ×
∏

0<i<pn

(i,p)=1

Wri(n)(k).

We define Witt vectors ai ∈ Wri(n)(k) by the equality

Lg(g) = 1 ×
∏

0<i<pn

(i,p)=1

ai.

Note that since each Wri (n) is a sheaf of Wri(n)(k)-algebras, it follows that
H 1(X,Wri(n)) is a Wri(n)(k)-module. We may therefore define a morphism

φg : H 1(X,Wn)
F=1 → W(O[G])
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by setting

φg(c) =

0,

∏
0<i<pn

(i,p)=1

(ai.Rn,ri(n)(c))


 .

(Recall (see the beginning of Section 9) that Rn,ri(n) denotes the map induced on
cohomology by the restriction map on Witt vectors.)

QUESTION 9.7. Let g be any generator of G. Is ωg(RX(G)) = Im(φg)?

Proposition 9.6 implies that Question 9.7 has an affirmative answer if n = 1. It
would be interesting to know whether this is still the case if n > 1.
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