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Abstract.

In this paper the accuracy of LU factorization of tridiagonal matrices without piv-
oting is considered. Two types of componentwise condition numbers for the L and U
factors of tridiadonal matrices are presented and compared. One type is a condition
number with respect to small relative perturbations of each entry of the matrix. The
other type is a condition number with respect to small componentwise perturbations
of the kind appearing in the backward error analysis of the usual algorithm for the LU
factorization. We show that both condition numbers are of similar magnitude. This
means that the algorithm is componentwise forward stable, i.e., the forward errors are
of similar magnitude to those produced by a componentwise backward stable method.
Moreover the presented condition numbers can be computed in O(n) flops, which allows
to estimate with low cost the forward errors.

AMS subject classification: 65F35, 65F50, 15A12, 15A23, 65G50.
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1 Introduction.

The LU factorization is one of the most important matrix factorizations ap-
pearing in Numerical Analysis [11]. Traditionally, the LU factorization has been
used to solve linear systems of equations, while in solving spectral problems
orthogonal factorizations have been preferred because of their excellent stabil-
ity properties [11]. However in the last decade the LU factorization has been
employed to solve structured spectral problems [5], [13]. For most of the appli-
cations related to the solution of linear systems it is the backward error and not
the forward error of the LU factorization that matters, and for the application of
LU to the computation of singular value decomposition with high relative accu-
racy what is needed is to compute the LU factors with small forward errors [5].
The question of how large are the forward errors may be answered by combining
backward errors with an adequate perturbation theory for the LU factorization.
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Dopico).
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This paper presents a highly structured componentwise perturbation theory for
the LU factorization of tridiagonal matrices without pivoting. Although the use
of pivoting strategies is common to stabilize the usual Gaussian algorithm for
the LU factorization, in the case of tridiagonal matrices it may be necessary to
preserve the structure of the problem in some settings. For instance to solve
the nonsymmetric tridiagonal eigenvalue problem with ¢d algorithms [13], or in
some problems related to orthogonal polynomials [8, 9, 10, 2]. This prevents the
use of pivoting.

The sensitivity of the LU factorization of general matrices has been studied by
other authors. A normwise analysis was presented by Barrlund [1], a componen-
twise analysis was given by Sun [16], and a first-order perturbation expansion for
the LU factorization along with bounds on the second order terms was introduced
by Stewart [14, 15]. These authors obtained upper bounds for the perturbation
of the LU factors. Expressions for normwise condition numbers, i.e., optimum
first order upper perturbation bounds, of the LU factors have been presented
by Chang and Page [3]. In this paper we improve and extend previous results
in the case of tridiagonal matrices by taking advantage of the structure of the
problem. Moreover, for the first time in this problem, we deal with two different
types of componentwise perturbations of the tridiagonal matrix: small relative
perturbations of each entry of the matrix, and small entrywise perturbations of
the kind appearing in the backward error analysis of the usual algorithm for the
LU factorization. We show that the condition numbers with respect these two
types of perturbations are of similar magnitude, which implies that the usual
algorithm to compute the LU factorization is forward stable according to the
definition appearing in [12, p. 9]. We find explicit expressions of these condition
numbers which can be computed in 6n flops for an n x n matrix.

The reference [4, §4.2] does not deal with the LU factorization, but it is related
to this work because it deals with the conditioning of Cholesky factorization of
tridiagonal positive definite matrices. In particular, the normwise condition
numbers under general and tridiagonal perturbations are shown to be of similar
magnitude. The differences with this paper are that LU factorization is not
considered, componentwise condition numbers are not analyzed, and that we
compare two types of structured condition numbers. The results of this paper can
be extended to normwise condition numbers and to the Cholesky factorization.
We will not undertake this task to keep the paper concise.

The paper is organized as follows: In Section 2 the notation used throughout
the paper is introduced, along with Algorithm 2.1, the classical tridiagonal LU
algorithm. In Section 3, we present two theorems concerning backward errors of
Algorithm 2.1: the first one, Theorem 3.1, is an slight improvement of the usual
backward result for tridiagonal LU [12, § 9.6]; the second one, Theorem 3.2, is
a mixed forward-backward error result, i.e., a theorem in which both input and
output have to be perturbed to get an exact LU factorization. This latter result
is new, as far as we know, but similar results have been proved for the symmet-
ric LDLT factorization [6, Theorem 4.4.5], or for one step of the dqds algorithm
[7, 13]. In Section 4, we analyze the relative componentwise change of the LU
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factors under the two kinds of componentwise perturbations that we consider.
In consequence two condition numbers of the tridiagonal LU factorization are
defined (Definition 4.1), expressed in a explicit computable way (see Theorem
4.7 and Definitions 4.2 and 4.3), shown to be of similar magnitude (see Theorem
4.9), and, finally, proved to be invariant under multiplication by diagonal matri-
ces (Theorem 4.10). Section 5 runs parallel to Section 4, the difference is that the
change of the LU factors is measured in norm (see Definition 5.1, and Theorems
5.3 and 5.4), although we consider the same two kinds of componentwise pertur-
bations as in the previous section. In this case the two condition numbers are
also of the same magnitude, but they are not invariant under diagonal scalings.
Sections 4 and 5 contain the most important results of the paper. In Section 6
an important class of tridiagonal matrices for which the LU factorization can be
computed with small componentwise forward and backward errors is considered.
The paper finish with some numerical experiments in Section 7.

2 Notation and Algorithm.

Let us consider the tridiagonal n x n matrix,

ay b1 O e O
C1 a9 bg te 0
T = 0 C2 as tee 0
0O 0 - cpo1 ap

For the sake of simplicity, we frequently use the following notation
tridiag[e, a,b] := T,

c= [cl,...,cn_l}T, a= [al,...,an]T, b= [bl,...,bn_l]T

The first n — 1 leading principal submatrices of T' are nonsingular if and only
if T has a unique LU factorization T = LU where

1 0 0 0 Ul b1 0 0
ll 1 0 0 0 U9 b2 0
L=|0 &L - 0 0| y_|0 0 u -~ 0
0 0 -+ I,—1 1 0O 0 0 - wu,

We will also use a simplified notation for the bidiagonal matrices L and U:
bidiagl[l, ones] := L, bidiagu[u, b] := U,
L=l lnet)ty w=[un,yun]ty b= (b1, .y bpoa]
The MATLAB code that computes the matrices L and U is:

ALGORITHM 2.1. Given the tridiagonal matriz T = tridiag|c, a, b], this algo-
rithm computes the LU factorization without pivoting of T .
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u(1)=a(1)
for i=1:n-1
1(i)=c(i)/u(i)
u(i+1)=a(i+1)-1(i)*b(i)
end

The computational cost of Algorithm 2.1 is 3(n — 1) flops.
We use the conventional error model of floating point arithmetic:

a®b

flla®b)=(a®b)(1+9) = 117

0] <u, [n] <,

where a and b are floating point numbers, ® € {+,—, x,/}, and u is the unit
roundoff of the machine. We will assume the absence of overflow, underflow, or
division by zero.

Finally, the entrywise absolute values of a matrix A or a vector v are denoted
by |A| or |b]. And the norm ||A| of a matrix A denotes the “max norm”:
|A|l = max;;|a;;]. It is well known that this norm is not consistent, but for
sparse matrices it is a simple and proper choice.

3 Backward Error Analysis.

In this section we assume that the elements of the matrix 7" are real floating
point numbers. The same results hold for complex matrices T' at the cost of
increasing the bounds by a small integer factor [12, § 3.6]. The following Theorem
improves slighty the backward error analysis presented in [12, § 9.6] by using
that the entries of U in the positions (¢,i+1) are just b;. Moreover, this Theorem
remarks that the relative componentwise backward error on the positions (i+1, %)
is bounded just by u.

THEOREM 3.1. If Algorithm 2.1 is applied to the tridiagonal n X n matriz
T = tridiag|c, a,b] then the computed LU factors, L = bidiagl[l, ones] and U =
bidiagu[d, b], satisfy

tridiag[c + Ac, a + Aa, b] = LU, |Ac| < ule|, |Aa| < udiag(|2|\ﬁ|),

where diag(|L||U|) denotes the main diagonal of |L||U].

PROOF. For the computed quantities, we have

~ C;
l; = Tl (1 + Ei), |EZ‘ <u.
Uj

Hence |¢; — @;15] < |¢;|u, which proves the theorem for the entries (i 4 1,7).
Moreover,

Qi1 (14 6;) = aipr — Libi(L+m), 18] < u, |ns| <.

Hence |aj+1 — 41 — lAZbZ| < ([t | + |iibi\)u, which proves the theorem. 0O
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As the usual result in LU factorization, the previous theorem does not imply
the ideal result |Ac| < ulc|, |Aal < ula| (see [12, § 9.6], for special types of
matrices for which these ideal relations hold). However, a result of this type can
be obtained if the output of Algorithm 2.1 is also perturbed. This is done in
Theorem 3.2 which proves that Algorithm 2.1 is mized forward-backward stable
or, in the terminology of [12, p. 7], numerically stable. Notice that Algorithm
2.1 uses as input {c,a, b}, the three diagonals of the tridiagonal matrix T, and
produces the floating point output {, i} In Theorem 3.2, we introduce three
ideal vectors ¢, dand | , such that in exact arithmetic Algorithm 2.1 maps {¢, a, b}
into {@, [}. Then, we prove that & @ and | are componentwise tiny relative
perturbations of, respectively, ¢, @ and l.

THEOREM 3.2. Let L = bidiagl[l,ones] and U = bidiagu[di,b] be the LU
factors computed by Algorithm 2.1 applied to the tridiagonal n X n matriz T =
tridiag[e, a, b], then the following diagram commutes:

Computed LU -
_—

{c,a,b} {a,1}

Relative change 3u in Cl TRelative change win @ and [

{5, a, b} exact LU {’Ii, f}

Where, for all i, ¢; is obtained from c; by a relative change smaller than 3u, and

a; (resp. l;) is obtained from d; (resp. ;) by a relative change smaller than .
REMARK 3.1. In this theorem, O(u?) terms are ignored for simplicity.
PROOF. The computed quantities satisfy

~ C;

1 = el <
(31) b= ayey el <u

(3.2) i1 (14 6;) = appr — bili(1+n;), |6 <u,  |n;| <
By defining
(1+6i—1)(1 +m:)

Ci =G )

1 + €
ii = l;(l + 771') and ’I:LZ = ’&1(1 + §i71)7

the following exact relations follows from (3.1) and (3.2)

X Ci ~ X
li ==, and Ui4+1 = Aj41 — bllz
Uy

0

Theorem 3.2 can be rewritten in a more familiar way which shows that Algo-
rithm 2.1 is componentwise stable in the mixed forward-backward sense or just
stable:

T+ AT = (L + AL)U + AU), |AT| < 3ul|T)|, |AL| < ulL|, |AU| < ulU|.
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Theorem 3.2 implies that although Algorithm 2.1 is not backward stable as
shown by Theorem 3.1, it produces outputs with errors of similar magnitudes
to those produced by a backward stable method, i.e., Algorithm 2.1 is forward
stable according to [12, p. 9]. However, we cannot still estimate the magnitude
of the forward errors. To do this it is necessary to multiply the backward error
by a proper condition number.

4 Conditioning: components vs. components.

One of the most useful rules of thumb in Numerical Linear Algebra says
that the forward error produced by an algorithm can be bounded by the back-
ward error times the condition number. In the previous section we have an-
alyzed the backward errors, now we will study the sensitivity of tridiagonal
LU factorization without pivoting under perturbations of the tridiagonal matrix
T = tridiag|[c, a, b]. We will consider two kinds of perturbations:

e Perturbations associated with the backward error found in Theorem 3.1.
This implies that the vector b is not perturbed.

e Relative componentwise perturbations in ¢ and a, i.e., |Ac| < €| and
|Aa| < e€|a] with small €, and unperturbed b. The cause of this is that
Theorems 3.1 and 3.2 keep b fixed!.

The sensitivity of a problem is measured by the notion of condition number:
the ratio between the relative change in the solution and the relative change in
the data. In our case, the backward error analysis motivates to measure com-
ponentwise the change in the data (matrix T'), but we can measure the relative
change of the LU factors component or normwise. We will use components in
this section and a norm in the next one.

We consider two different kinds of perturbations, therefore we also define two
different condition numbers:

DEFINITION 4.1. Let
T = tridiag]c, a, b] = bidiagl[l, ones] bidiagu[u, b] = LU
and
tridiag[c + Ac, a + Aa, b] = bidiagl[l + Al, ones] bidiagu[u + Aw, b]

be the unique LU factorizations of two n X n tridiagonal matrices. We define
the condition numbers

€lug] " €|lk]

condg(T) = lirr(l)sup {m]?x{ } :|Aal < ediag(|L||U]), |Ac] < e|c|}

LAt the cost of complicating somewhat the analysis, it is possible to consider perturbations
|Ab| < €|b] of the vector b. This can increase the condition numbers we are going to study by
a factor 2 at most. Notice that if T' is a matrix of real numbers that has to be stored in a
computer, then roundoff errors of magnitude u appear in b.
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and

: b 180 < el lad < el |

A Al
condg(T) := lim sup {max {| ug| [Al|

eluk| " elly|

where any quotient /0 is interpreted as zero if x = 0 and infinity otherwise.
REMARK 4.1. It should be understood that in the previous definition

{|Auk| |Alk|}_ {|Au1| |Aup| |AL| |Aln1}
}?.X = max .

€lug| " elly] elur] 7 eun| T ellr] T €l

This shorthand notation will be frequently used in the rest of the paper.

REMARK 4.2. The assumption that T has a unique LU factorization implies
ur # 0, for k =1 : n—1. Notice that I, = 0 if and only if ¢y, = 0, which
implies Acg = 0, I + Al = 0 and Al = 0. This fact complicates somewhat
the expressions we will obtain for the condition numbers. The convention that
any quotient x/0 is interpreted as zero if x = 0 and infinity otherwise is followed
throughout this section.

REMARK 4.3. It is clear from Definition 4.1 how to define separate condition
numbers for L and U. It will also be clear from the following developments how to
get explicit expressions and how to compute these separate condition numbers.

In the condition numbers defined in Definition 4.1 the B in condp stands for
“backward error”, and the C in condc stands for “components”. Notice that
condp(T) and condc(T') are both “local” condition numbers that can be used to
estimate the forward errors to first order in e. Thus, ucondg(T) is by Theorem
3.1 a first order upper bound for the maximum relative error in components
of the output of Algorithm 2.1. The same essentially holds for ucondc(T) by
Theorem 3.2, because the perturbation in the output appearing in this Theorem
changes at most the last digit. The previous remark suggests, although does not
prove, that condg(T) and condc(T') should be of similar magnitude, otherwise
one of the previous error bounds would be much larger than the other. This will
be proved in Theorem 4.9. Finally, notice that |Aa| < udiag(|L||U|) appears in
Theorem 3.1, while |Aa| < ediag(|L||U|) appears in the definition of condp(T),
this makes no difference because in this definition € — 0.

This section is organized as follows: In subsection 4.1 we will give some auxil-
iary results that will lead us, in subection 4.3, to the explicit expression of both
condition numbers, as well as, to prove that they are of similar magnitudes. This
and the fact that the condition numbers can be computed in 6n flops are some
of the most important results in this paper. In subsection 4.4 we will prove that
both condition numbers are invariant under diagonal transformations.

4.1 Auziliary results.

This section contains some lemmas that are necessary to prove the main results
of the paper. Readers who are not interested in technical details can skip straight
to subsection 4.3.

The notation introduced in Definition 4.1 will be used throughout this section.
The first goal is to get expressions for the components of the vectors Al and Au
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in function of the components of Aa and Ac. Taking into account that the
condition numbers are defined in the limit ¢ — 0, second order terms in € are
not considered. It should be remembered that:

(4.1) w1 + Auyp = a1 + Aay,

ci + Ac;
42 L+AL=ST2% i,
(4.2) + w; + Au; "

(43) Uit1 T Aui+1 = ;41 + AaiJrl — (ll + All)bz, 1=1:n—1.

These expressions are just the Algorithm 2.1 for the perturbed matrix.

REMARK 4.4. In the sequel, we assume that any term containing ug, lo, Co,
ag or by is zero. Moreover, Aug = Alg = Acy = Aag = 0.

In the following Lemma, and in the rest of the results of this section, we focus
on the change of u;. The change of [j; is obtained from the change of uj and the
change of the data by using (4.2).

LEMMA 4.1. The following recurrence relation is obtained to first-order:

br—
(4.4) Auy, = Aag, — uk ! (Acg—1 — lg—1Auk—1), 1<k<mn,
k—1

and moreover

(4.5) A@Q<&%AW>,1§k§nL

lk+Alk:76k+Ack Ck<1+AckAuk)lk <1+ACI€AU}C>

up + Aug ug Ck Ug, Ck Uk
And we get,
A A A l
(4.6) Al = I, (Ck _ “’“) = 2% Ay,
Ck Uk Uk ULk

On the other hand,
(47) Auk+1 = Aak_H — bkAlk
follows from (4.3). If we plug (4.6) into (4.7), we get

b bl
Auk_H = Aak_H — iACk + MAuk
UL Uk



Stability and Sensitivity of tridiagonal LU without pivoting 9

In Lemma 4.1 a recurrence relation for Auy has been presented. In the next
Lemma 4.2 an explicit expression for Awuy is obtained from the recurrence rela-
tion.

LEMMA 4.2. The following expression is obtained to first-order.

b k—1 b: k—1 bil:
4.8) Aup = Aay — 4L Acy_ Aa; — ——L Ac; Y k>,
(4.8) Auy, ag Wy Ck 1+;( a vy Ci—1 g w >

where we assume that the summation in the expression for Au,y is zero.

PrROOF. Lemma 4.1 produces the result for £ = 1,2, and the proof follows
easily by induction. 0O

The expression for Auy, obtained in Lemma 4.2 as well as (4.5) are the start-
ing point to compute the condition numbers given in Definition 4.1. In the rest
of this subsection we will deduce the same formulas by a matrix formulation
in order to highlight the relation between condg(T) and the matrices L~! and
U~!, taking into account matrix expressions for Au and Al. In this sense, the
condition number condp(T') can be compared with the matrix expression given
by Barrlund and Sun for the condition number of the general LU factorization.
However, the following developments will show that the componentwise layout
is better adapted to the structured problem we are dealing with since the calcu-
lations are simpler and shorter.

Let T = tridiag[c, a,b] be a tridiagonal matrix with unique LU factorization
T = LU. For simplicity, we will consider that 7" is nonsingular, although, in
general, only the existence of LU factorization is needed. Let us consider a
perturbation T+ AT of T such that the corresponding LU factorization without
pivoting exists. Then,

(4.9) T+ AT = (L+ AL)(U + AU),

where AL is a strictly lower triangular matrix with only one nonzero diagonal
(the subdiagonal) and AU is a diagonal matrix. From (4.9), we obtain to first
order

(4.10) AT = AL U + LAU.
Let us denote F := L™'AT U~!. Then, taking into account (4.10), we get
F=L'AL+AUU "

Notice that F* := AUU ™! is an upper triangular matrix and F' := L7'AL is a
strictly lower triangular matrix. Therefore, since AU = F*U and AL = LF', it
is easy to prove that

(411) A’U,k = Fkkuk = (ezL_l AT U_lek)uk7 k=1: n,

ez_HL_l AT U_lek, if ¢ 75 0,

(4.12) Al = Frqp1 1 = { 0, if ¢ = 0.
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Taking into account that

1 ifi =7,
(LY =8 (“OHILI L ifi>g,
ifv < j.
L if i = j,
Ty i1
(UY),; = (1)1_[]# ifi<i, ,
o if i > j.
Aa; if i = 7,
(AT)U = ACi,1 lf] =14 — ]., s
0 in any other case.

tedious but straightforward computations show that (4.13) and (4.14) are matrix
expressions of (4.8) and (4.5), respectively.

When T is a singular matrix, a similar reasomng to the previous one is possible.
In fact, it suffices to consider F' := L™'AT U~!, where U=U+ aenel, for some
a # 0. In such a case, it is easy to prove that F“ = AUU ! and F' := L7'AL,
which implies that

N Frrup = (62.[/71 AT Uflek)uk, k=1:n-—1,
(4.13) Auy, = { Fona= (et LY AT U te,)a, k=n.
¢ ~1 —1 :
- _ e LT AT U ey, if ¢ # 0,
(4.14) Ale = Fisap = { 0, if ¢, = 0.

and these expressions lead us again to (4.8) and (4.5).

4.2 Condition numbers of ux and ly,

In order to find an explicit expression for condg(T) and condc(T) it is nece-
ssary to find a bound of |Au—1:k| and |Al—i’“| We first consider the perturbations
associated with the backward error appearing in the definition of condg(T). To
simplify the statement of some results, we define the following quantity:

DEFINITION 4.2. Fork=1:n

k—1
2|l _1b 2|l;_1b;_ bl
COTLCZB(uk) =14 |k 1ok 1|_|_ E (1_|_ | 1 1|> Il ||J].

|ul | o [l

LEMMA 4.3. If |Aag| < e(|uk| + |lk—1bk—1|) and |Ack| < €|cg| hold for k > 1,
then to first order

Au

Uf

< € (1 + condp(u)) ?fck#o 1<k<n-1
0 ifc, =0

<econdg(ur), 1<k<n,

A
Uk
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PROOF. It is enough to take absolute values in the expression for Auy appear-
ing in Lemma 4.2, apply the triangular inequality and divide by |ug|. The result
for Al follows from (4.5), and the fact that ¢, = 0 implies [, = 0 and Al = 0.
0

REMARK 4.5. It is easy to prove that condg(uy) can be written in the following
compact way:

k—1k—1 1b,1,]
(4.15) condp(uy) = 1+SZH 1
= s
The recurrence relation for condg(uy) appearing in the next Lemma will be
used to estimate the cost of computing condp(T).
LEMMA 4.4.

|bk—1lk—1\(

condp(u) =1, condp(ug) =1+ e
k

2+ condp(ug—1)), 2<k<n.

PrROOF. Taking into account (4.15)

k—2k—-2

|bk_1l;€_1| ‘bk:—llk:—l| ‘ljbj|
1+ ——(24condg(ug—1)) =1+ —— 343 R
| () m 2 s
k—2k—1 k—1k—1
br—1lk—1| 1105 11051
=143—""+3 L =143 T = condp(uy).
|| ; E i1l ; E |1l

0

Now, we consider the componentwise perturbations appearing in the definition
of condc(T'). We begin with the following definition:

DEFINITION 4.3. Fork=1:n

L 1bi_ li_1bg—
condc(ug) = ‘1+ : ;: 1 : 111: 1
k—1 k=1
li—1bi_1 li—1bi—1 Libj
1 E—— .
o (he e 2

LEMMA 4.5. If |Aag| < €lak| and |Ack| < €|ck|, hold for k > 1, then to first

order
Auk

U

< { e(1+ conde(ug)) if e #0
- 0 ifck =0

<econdc(ug), 1<k<n,

Al

1<k<n-1.
Uk
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PROOF. The proof is similar to that of Lemma 4.3. To get the final expressions
remember that ap = ug + lp_1bp_1. O
Next, we give the corresponding recurrence relation for conde (ug).
LEMMA 4.6.
condc(uy) =1,

le—1br—1
Uk

lp—1br—1

(14 conde(ug—1)), 2<k<n.
U

condc(uy) = ‘1 +

PROOF. The proof is analogous to the proof of Lemma 4.4. 0O

4.8  Condition numbers and relation between their magnitudes.

Our aim in this subsection is to find explicit expressions for the condition num-
bers condp(T) and condc(T'), and establish that their magnitudes are similar.

We will need to distinguish between the case ¢; # 0 and ¢; = 0, thus the
following definition is introduced

~ (1 ifep#0
6ck{0 ifep =0 1<k<n-1.

From Definition 4.1 and Lemmas 4.3 and 4.5, it is obvious that

(4.16) condp(T) < max{k:nllix_l{gck + condp(ug)}, condp(un)},

(4.17) condc(T) < max{k:Hll:zg(_l{gck + condc(ug)}, conde(un)}.

Notice that condg(u1) = condc(u1) = 1 therefore the previous bounds for both
condition numbers are greater than 1. In fact, we are going to prove that these
bounds are precisely the condition numbers.

THEOREM 4.7. Let

T = tridiag]c, a, b] = bidiagl[l, ones] bidiagu[u, b] = LU
be the unique LU factorization of the tridiagonal n x n matriz T, then

condg(T) = max{kzrllgx 1{3% + condp(ug)}, condp(un)},

condc(T) = max{klrllax l{gck + condc(ug)}, conde(un)},

where gck =11ifcpy #0 and gck = 0 otherwise.

PROOF. The result is proven for condp(T). The proof for condc(T) is analo-
gous step by step. We have to prove that it is possible to choose perturbations,
Ac;, for i =1:n—1, and Aa;, for ¢ = 1 : n, such that the inequality in (4.16)
becomes an equality, and such that the perturbations are of the type appearing
in Definition 4.1 for condg(T). In fact, the perturbations are going to be chosen
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in a way such that all the inequalities appearing in Lemma 4.3 become equalities
to first order. This implies the equality in (4.16).

The upper bounds for |Auy /ug| and |Aly /1| were obtained in Lemma 4.3 from
Lemma 4.2 and (4.5), by using the triangular inequality and setting |Aag| =
e(|ug| + [lk—1bk—1]) and |Acg| = €lck], for k > 1. Therefore, the absolute value
of the perturbations is fixed, we only need to fix their signs in a way such that
no cancelations occur in the equation of Lemma 4.2 and in (4.5). Taking into
account that Lemma 4.2 is equivalent to the recurrence relation (4.4), we look
for no cancelations in (4.4) and (4.5).

The sign of Aa; = Auy is randomly chosen. Assume that the signs of Aaj,
for j =1:(k—1), and Acj, for j =1 : (k — 2), have been chosen such that no
cancelations occur in Awj, for j = 1 : (k — 1). Notice that the sign of Auy_;
is fixed by this selection, thus it is clear from (4.4) that the signs of Aay and
Aci_1 can be selected to avoid cancelation in Awuy. This iterative procedure
gives the signs of Aaj, for j =1:n, and Ac;, for j =1: (n — 1), in a way that
no cancelation appears in getting Aw;, for j = 1 : n. In particular, there is no
cancelation in the expressions (Ac; — [;jAu;) for j = 1 : n — 1, which implies
that there is no cancelation in the expressions (4.6) for Alj, j=1:n—1. O

REMARK 4.6. The previous theorem, along with Definitions 4.2 and 4.3, gives
explicit expressions for condg(T) and condc(T) that can be useful for theoretical
purposes. However to compute these condition numbers Lemmas 4.4 and 4.6 are
preferred. Thus, condp(T) and condc(T) can be computed with cost 6n— 7 and
Tn — 8 flops, respectively, and (n — 1) comparisons to determine the mazimum.

REMARK 4.7. Notice that condp(uy) and condc(uy) are relative condition
numbers for uy. This follows from the proof of Theorem 4.7. The corresponding
condition numbers for l;, are 1 + condp(ug) and 1+ condc(uy), if ¢ # 0.

The expressions we have obtained for condg(T') and condc(T) are written in
function of the elements of L and U. It would be nicer to write these condition
numbers by using only the data of the problem, i.e., the elements of T. However,
this does not seem possible, and, it should be noticed that all the perturbation
bounds obtained so far for the LU factorization of general matrices involve L
and U [1, 3, 14, 15, 16]. The condition numbers can be seen as functions of the
quantities lp_1bx_1/ug, for k =2 : n, and these quantities can be written as

lk—1bk—1 _ ax
Uk Uk

which implies that if 0 < (ap/ux) < 2 for all & then the value of condp(T)
is bounded by 3n — 2, by Remark 4.5, and condc(T) is of similar magnitude.
However, condp(T') and condc(T) can be moderate although 0 < (ay/ui) < 2
is not fulfilled for some k. Notice also, that an important element growth of uy
with respect to aj does not imply a large value of the condition numbers.

Now, we undertake the task of comparing the magnitudes of the condition
numbers.

LEMMA 4.8. For1 <k <n,

condc(ug) < condp(ux) < 3condc(ug).
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PROOF. From Definitions 4.2 and 4.3, we get
condc(ug) < condp(ug).

Notice that |14 x|+ || > 1 — |z| + |«| = 1 holds for any number x. Therefore

k—1k—-1

bil;
conde(ug) > 1+ 2L,
;j:i Uj+1
and from Remark 4.5,
Felholyy
3conde(u) >3+ 32 H uj—] > condp(ug).
j+1

i=1 j=i

0
As a consequence of the previous lemma, we get one of the most relevant
results of this paper.
THEOREM 4.9. For any tridiagonal n X n matrix T having a unique LU
factorization
condc(T) < condp(T) < 3condc(T).

We finish by remarking that Theorem 4.9 implies, even in the absence of The-
orem 3.2, that Algorithm 2.1 to compute the LU factorization without pivoting
of tridiagonal matrices is forward stable in the sense of [12, p. 9]:

L= L 1t —w
max { | L|l | z|, |uL| |ul } < ucondp(T) 4+ O(u?) < 3ucondc(T) + O(u?).
¢ i U

Therefore the magnitude of the forward errors in the output of Algorithm 2.1 is
“the best you can expect”.

4.4 Invariance of the condition numbers under diagonal scalings.

The following theorem states that the condition numbers introduced in Defi-
nition 4.1 do not change under diagonal scalings.

THEOREM 4.10. Let T be an n X n tridiagonal matrix having a unique LU
factorization, and D1 and Do be nonsingular diagonal matrices, then

condp(T) = condg(D1TDs) and conde(T) = conde(D1TDs).

PROOF. Let T = tridiag[c,a,b] and TP = DT Dy = tridiag[c”, a”,bP] be
the tridiagonal matrices we consider, and let d,(gl) and d;f) be the elements on

the main diagonal of D; and D5 respectively. Notice that ¢ = 0 if and only
if c? = 0. By Theorem 4.7 and Definitions 4.2 and 4.3, it is obvious that the
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theorem is proven if we show that the quantities lx_1bg_1/uk, for k =2 :n, do
not change under diagonal scalings. To prove this, observe that if T = LU is
the LU factorization of T' then TP = (D;LD;')(D,UDy) = LPUP is the LU
factorization of TP. Therefore the elements of UP and LP are

(1)

uP = updPd®  and 1P =1, ;(Jf)l: E>1.
k

Taking into account that b = bydydi>) |, we get

D 3D
U0y lp—1brs
up ug

5 Conditioning: norms vs. components.

The backward error analysis of Algorithm 2.1 fixes the type of perturbations
we have to consider, but it is well known that for many applications it is enough
to have small normwise relative forward errors. This leads us to introduce the
following condition numbers.

DEFINITION 5.1. Let
T = tridiag[c, a,b] = LU

and
tridiag[c + Ac,a + Aa,b] = (L + AL)(U + AU)

be the unique LU factorizations of two n X n tridiagonal matrices. We define
the condition numbers

. [AU][ AL .
ncondg(T) := limsup {max{, : |Aa| < ediag(|L||U)),
o o] ) f F1Ael = cdmeltiv]
Al = e}
|AU|[ |AL]

ncondc(T) := lim sup {max {7
=0 elull " el L]

} : |Aal < €lal, |Ac| < e|c|}.

In the previous definition any norm may be used, however we will focus, for
the sake of simplicity, in the “max norm” defined in Section 2. This Section runs
parallel to Section 4, except for the fact that the condition numbers ncondp and
ncondc are not invariant under diagonal scalings. Thus, we will omit most of
the comments and proofs. It is important to notice that

ncondg(T) < condg(T) and ncondc(T) < conda(T),

therefore, matrices for which Algorithm 2.1 produces small relative errors in
norm but large errors in components may exist. We illustrate this in Section 7.
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5.1 Auziliary results for absolute errors.

We first consider perturbations associated with the backward error.
LEMMA 5.1. If |Aag| < e(|uk| + |lk—1bk—1|) and |Ack| < €|ck| hold for k
then to first order

v
—_

|Aug| < e ncondp(ug), 1<k<mn,

ncondp (ug)
|uk

where ncondp(ug), k =1:n, is defined by the following recurrence relation

‘Alk‘geﬂk‘ <1—|— ) 1<k<n-—-1,

necondp(uy) = |ugl,

d _
(5.1) neondp(uy) = |uk|+|bk1lk1|<2+nconB(uk1))'

|ug—1]

Moreover, the following explicit expression holds for k=1 :n:

k—1 k—1
b;l;
(52)  neondnue) = el + 2lhicsbios| + 3l +2-sbia) [T 22
i=1 j=i

PROOF. The proof is done by applying triangular inequalities to the expres-
sions of Lemmas 4.1 and 4.2, in a similar way to the proofs of Lemmas 4.3 and
4.4. In fact, if in these two Lemmas |ug|condp(ux) is replaced by ncondp(uy),
then Lemma 5.1 follows. D

Now, we state without proof the corresponding result for small componentwise
perturbations.

LEMMA 5.2. If |Aag| < €lag| and |Ack| < €|ck| hold for k > 1, then to first
order

|Aug| < enconde(ug), 1<k<mn,

ncondc (uy,)
||

where ncondc(uy), k = 1:n, is defined by the following recurrence relation

|Alk|§6‘lk| <1+ > 1<k<n-1,

necondc(uy) = |ugl,

(5.3)  ncondc(uy)

d _
luk + br—1lk—1] + [br—1lk—1] (1 + nconc(ukl)> .

|ug—1]

Moreover, the following explicit expression holds for k=1 :n:

ncondc(uk) = |’U,k + lkflbkfl‘ + |lk,1bk,1|
k—1 k—1 |bl‘
(54) + Z (|U1 -+ liflbi,1| -+ |li,1bi,1|) |ZLJ‘ .
i=1 i—i J

<
I
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5.2 Condition numbers and their equivalence.

Let us define for simplicity, for 1 < k < (n —1):

ncondp (l) = |lx| (1 + ncondg(uk))
|kl
d
ncondc(lg) == |lg] (1 + W) .
k

The proof of the following theorem is the same as for Theorem 4.7.
THEOREM 5.3. Let

T = tridiag]c, a, b] = bidiagl[l, ones] bidiagu[u, b] = LU

be the unique LU factorization of the tridiagonal n X n matriz T, then

ncondp(T) = max { maxg—1.n{ncondp(ur)} maxg_i.,_1{ncondp(ly)} } 7

maxy {|ug, |bx|} ’ maxy{|lk], 1}

neondo(T) = max { maxg—1.n{ncondc(ux)} maxg—1.,—1{ncondc(lx)} }

maxk{|uk|,|bk|} ’ maxk{\lk|,1}

REMARK 5.1. The recurrence relations (5.1) and (5.3) can be used to compute
necondp(T) and ncondc(T) with cost 7(n — 1) and 8(n — 1), respectively, along
with 5n — 6 comparisons to determine the mazrimums.

Finally, we show that the magnitudes of ncondg(T) and ncondc(T) are simi-
lar:

THEOREM 5.4. For any tridiagonal n X n matrix T having a unique LU
factorization

ncondc(T) < ncondp(T) < 3ncondc(T).

PROOF. As in the case of the Theorem 4.9, if we prove
(5.5) ncondo(ug) < ncondp(ug) < 3ncondc(ug),

then Theorem 5.4 follows. If the triangular inequality is applied to (5.4) then we
get the first inequality of (5.5). Notice that for any numbers = and y, |z|+2]y| <
|z + y| + 3ly| < 3(]z + y| + |y|) holds. If this inequality is applied to (5.2) then
we get the second inequality of (5.5). O

The numerical applications of this result for the relative normwise forward
errors produced by Algorithm 2.1 can be discussed in a similar way to that
appearing at the end of Subsection 4.3.
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6 Tridiagonal LU factorization of diagonally dominant matrices.

It is well known that the usual algorithm to compute the LU factorization
without pivoting is normwise backward stable when it is applied on diagonally
dominant matrices by rows or columns [12, Theorem 9.9]. In the case of tridi-
agonal diagonally dominant matrices Algorithm 2.1 is componentwise backward
stable [12, Theorem 9.13]. No need to say that this does not imply that the
output of Algorithm 2.1 has small forward errors. However this is the case if
the matrix is simultaneously diagonally dominant by rows and columns, and,
besides, the absolute values of the entries in the positions (4,4 + 1) are in non
decreasing order. This is shown in the next Theorem.

THEOREM 6.1. Let T = tridiag[c, a,b] be a tridiagonal matriz, and T = LU be
its unique LU factorization. If T is diagonally dominant by rows and columns

bib:1 } <1 then

and max;{

condp(T) < 3n —2.

Proor. If T is diagonally dominant by rows then |u;| > |b;], and if T is
diagonally dominant by columns then |I;] < 1. Therefore,

bils

Ui4-1

b;

< 1.
biv1|

Then, from Remark 4.5,
condp(u;) <143(i —1).

And the result follows from Theorem 4.7. O
The condition max;{ bib“ } < 1 is necessary. It is not difficult to devise

k3

diagonally dominant tridiagonal matrices for which this condition does not hold

and condp(T') takes large values. The set of matrices fulfilling maxi{‘ b"bfl ’} <1
includes the case of tridiagonal matrices whose entries in positions (i,i+1) are all
equal to 1. This case appears frequently in problems associated with orthogonal
polynomials [8, 9, 2], and in spectral problems [13], because any tridiagonal

matrix with b; #0, i =1:n — 1, is similar to one of these matrices.

7 Numerical examples.

The numerical examples that we present in this section have three goals. In
the first place, we want to show that the condition numbers we have defined give
a reliable measure of the forward errors in the output of Algorithm 2.1. In the
second place, some examples illustrate that there is no relation between the size
of forward and backward errors: it is possible to have large backward errors and
small forward errors, and viceversa. To finish, an example is presented for which
the forward errors are large componentwise but small in norm, this justify the
developments in Section 5.
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In these experiments we compare the output of Algorithm 2.1 in the floating
point arithmetic of MATLAB 5.3 (u = 1.11 x 10~!°), with the output computed
by the Symbolic Math Toolbox of MATLAB with variable precision arithmetic
of 32 significant decimal digits. Moreover, we present separate results for the L
and U factors, both for errors and condition numbers. Remember at this point
the comments in Remark 4.3.

We will use the following notation: ./ denotes, as in MATLAB, componentwise
division, letters with hat denote quantities computed by MATLAB, and letters
without hat denote quantities computed by the Symbolic Math Toolbox. The
input of the algorithm is the floating point representation of a tridiagonal matrix
T = tridiag[c, a, b], both in MATLAB and in the Symbolic Math Toolbox. The
condition numbers are computed by using the computed factors L and U. We
will consider the following quantities:

e errback= u - max(1, max(diag(|Z||U|)./|a|). This is by Theorem 3.1 the
maximum componentwise theoretical backward error.

e forwardu=max;(|u; — @;|/|u;]). Componentwise forward error in U.

o forwardl=max;(|l; — I;|/|l;|). Componentwise forward error in L.

e nforwardu = |U — U||/||U]|. Normwise forward error in U.

e nforwardl = ||L — L||/||L||. Normwise forward error in L.

e condu = maxg—1.,(condp(ux)). Condition number in components of U.

e condl = maxg—1.,—1(1+ condp(ug)). Condition number in components of
L. We consider matrices with ¢, # 0 for all k.

e ncondu = maxy—1.,{ncondp (ug)}/ maxg{|uxl, |bg|}. Condition number in
norm of U.

e ncondl = maxg—1.,—1{ncondp(lx)}/ maxy{|lx|,1}. Condition number in
norm of L.

It is important to bear in mind when inspecting the following experiments that
u times a condition number is a (first order) upper bound of the corresponding
forward error. Remember the discussion at the end of Subsection 4.3.

7.1 FEzample 1.

In this experiment we have generated 100 random tridiagonal matrices of di-
mension 100 x 100. The elements of the matrices follow a normal distribution
with mean zero and variance ten. For each matrix in this sample we compute the
ratios (forwardu/ucondu) and (forwardl/ucondl). If these ratios are very small
then the condition numbers overestimate the actual errors. In our experiment the
minimum and mean values for these quantities are: min(forwardu/ucondu) =
0.01, mean(forwardu/u condu) = 0.07, min(forwardl/u condl) = 0.01 and
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mean(forwardl/ucondl) = 0.07. This means that the condition numbers we
have study overstimate the maximum componentwise forward error, at most, by
a factor 100, and, in mean, by a factor 14.

7.2  Example 2.

We analyze the case of a positive definite symmetric tridiagonal matrix 7.
This property guarantees the componetwise backward stability of Algorithm 2.1
[12, Theorem 9.12]. In our example condp(T) and ncondp(T) are large.

1 V1-2-10-10 0
T=1|+v1=-2-10-10 1 V4 -10-10 —10-13
0 V4 -10-10 — 1013 2

We get the following results

errback 1.11e-16

forwardu 3.31e-004
condu 5.998e+-013

forwardl 8.27e-008
condl 1.5e+010
nforwardu 1.65e-007

ncondu 3.e+010
nforwardl 8.27e-008
ncondl 1.5e+010

7.3 FExample 3.

Now, we consider the case of a tridiagonal matrix with backward stable LU
factorization and such that the modulus of the elements of the subdiagonal of L
are less than one, i.e. partial pivoting does not produce any row permutation.
Even in this case, condg(T) and ncondg(T) are large.

1 V3108 0
| /b 3+ i 200
2 /7 /7
0 31/ 10 2+ 24/ - 10°
The exact values of the nontrivial elements of the L factor are: I; = /1/2
and Iy = 1/7/10. The results in this case are
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7.4  Example 4.

Let us take a look at an example of a tridiagonal matrix with large backward

errback 1.11e-16
forwardu | 3.12e+001
condu 4.61e+017
forwardl 3.73e-008
condl 5.51e+008
nforwardu | 3.12e-008
ncondu 4.62e+008
nforwardl | 3.12e-008
ncondl 4.62e+008

error and small condition numbers.

T =

The results obtained for this matrix are

7.5 Ezample 5.

—V2
—V2(v5+1071)
—V3(1+10712)

V3
V3-10-1

errback 4.97e-002
forwardu | 1.45e-016
condu 7.00
forwardl | 1.99e-016
condl 5.00
nforwardu | 1.15e-016
ncondu 6.92
nforwardl | 1.99e-016
ncondl 2.00

The last example is a case in which the condition number condg(T) is large
but ncondp(T) is small. This fact is reflected in the magnitude of the forward
errors. The three diagonals of T' = tridiag[c, a, b] are:

c=[10"-/1-2-10-10,2.1071%. /4. 10-10 — 10-13]7

-3

1
a=[10"1, 0 +4-1071% — 107187,

b=[v1-2-10"10, \/4.10-10 — 10-13]T,

The results are
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errback 1.11e-016
forwardu | 8.27e-008
condu 1.5e+010
forwardl | 8.27e-008
condl 1.5e+010
nforwardu | 1.66e-032

ncondu 1
nforwardl | 1.65e-017
ncondl 3
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