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Abstract

In this paper, we develop a numerical scheme for the interface problem in the planar symmetric radiative transfer equation with isotropic scattering. Such problems arise in the modeling of the propagation of energy density for waves in heterogeneous media with weak random fluctuation in the high frequency regime. The idea, following the earlier work of Jin and Wen for regular transmission and reflection, is to build the interface condition, which characterizes the reflection and transmission, into the numerical flux. The new contribution of this article is to deal with the diffuse transmission at the interface. The positivity of the scheme is proven. Moreover, we show, via numerical examples, that this new scheme is able to capture the correct (regular or diffuse) transmission and reflection through the interface, and, as the mean free path goes to zero, captures the diffusion limit with the correct interface conditions.

1 Introduction

The radiative transfer equation was first proposed [7] by Chandrasekhar and was successfully applied to describe the propagation of light through a turbulent atmosphere. It also arises in semiconductor device modeling, [22], the propagation of energy density for waves in heterogeneous media with weak random fluctuation in the high frequency regime [25], among other applications.

In this paper, we are interested in solving the radiative transfer equation arising in the high frequency limit for scalar wave propagation in a slowly varying background.
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with small random perturbations [25]. The full model in three dimensional space is given by

$$\frac{\partial a}{\partial t} + v\hat{k} \cdot \nabla_x a = \int \sigma(x, k, k') \delta(v|k| - v|k'|) (a(t, x, k') - a(t, x, k)) dk', \tag{1.1}$$

where the position vector $x = (x_1, x_2, x_3) \in \mathbb{R}^3$, wave vector $k = (k_1, k_2, k_3) \in \mathbb{R}^3$, $\hat{k}$ is the unit vector in the direction $k$ and $v = 1/\sqrt{\rho\kappa}$ is the background sound speed with $\rho$ the density and $\kappa$ the compressibility of the background media. $\sigma(x, k, k')$ is the differential scattering cross section and is usually symmetric in $k$ and $k'$. $\delta$ is the Dirac delta function.

This radiative transfer equation arises in the high frequency limit of acoustic wave in a random medium (see the survey article [4]), under the following assumption on the random inhomogeneities: (i), the correlation length of the inhomogeneities are comparable to wavelengths, (ii) the fluctuations of the inhomogeneities are weak. Similar radiative transfer equations also arise in high frequency limits of other waves such as elastic or electromagnetic waves in random media, see [25].

We are concerned with the case when the sound speed $v$ contains discontinuities, which will generate interfaces between two different media. As a consequence, waves crossing this interface will undergo (regular or diffuse) transmissions and reflections. It is known from classical mechanics that the Hamiltonian $H = v|k|$ remains a constant along the particle trajectory. In the case of wave propagation, this corresponds to Snell’s Law of Refraction [14].

Here we make some simplifications. Assume that the medium in which waves propagate is planar symmetric. Then Eq.(1.1) can be reduced to a one dimensional transport equation

$$\frac{1}{v} \frac{\partial a}{\partial t} + \mu \frac{\partial a}{\partial x} = \int_{-1}^{1} \sigma(x, \mu, \mu') [a(t, x, \mu') - a(t, x, \mu)] d\mu', \tag{1.2}$$

where $x = x_3 \in \mathbb{R}$, $\mu = k_3 \in [-1, 1]$. For convenience, we still use the same notation for the new differential scattering across section $\sigma(x, \mu, \mu')$. In this 1D model, the wave vector $k$ in the 3D model has been switched to $\mu = \hat{k}_3$, which is the cosine value of the polar angle in spherical coordinates. The corresponding Snell’s Law of Refraction takes the form:

$$\frac{\sqrt{1 - \mu_1^2}}{v_1} = \frac{\sqrt{1 - \mu_2^2}}{v_2} \tag{1.3}$$

where $\mu_1$ and $\mu_2$ are respectively the cosines of incidence and transmission angles, $\mu'$, the cosine of reflection angle, satisfies $\mu' = -\mu_1$ by the reflection law.

The main idea in the Hamiltonian-preserving schemes for high frequency waves (described by the Liouville equation) through interfaces developed in [13, 15] is to utilize Snell’s law and the interface condition that characterize the (regular) transmission and reflection in the numerical flux. This idea will be extended to the 1D model (1.2). The main difference here is in the transmission. Due to the flat or random rough interfaces separating the two media, the transmission or reflection could be significantly regular
or dominantly diffusive[1, 3, 10]. Therefore, the numerical flux needs to be modified in order to incorporate these new interface conditions.

To our knowledge, this is the first numerical method for the radiative transfer equation (1.2) through a diffusive interface.

Another difference with the previous works along this line is that, unlike the Liouville equations treated in [13, 15], where the exact solutions can be constructed, one in general cannot find the exact solution for (1.2). On the other hand, when the transport mean free path, which measures the distance between two successive collisions, is small, the diffusion approximation well describes the asymptotic behavior of the radiative transfer equation. To be more specific, we re-scale (1.2) by the scattering mean free path \( \epsilon \):

\[
\frac{\epsilon^2}{v} \frac{\partial a}{\partial t} + \epsilon \mu \frac{\partial a}{\partial x} = \int_{-1}^{1} \sigma(x, \mu, \mu') [a(t, x, \mu') - a(t, x, \mu)] d\mu'.
\]  

(1.4)

When \( \epsilon \to 0 \), away from the boundary or interface layers, \( a(t, x, \mu) \) tends to be isotropic, \( a(t, x, \mu) \approx a(0)(t, x) \), where \( a(0)(t, x) \) satisfies the diffusion equation [6, 17]:

\[
2 \frac{\partial a(0)}{v} \frac{\partial t} - \frac{\partial}{\partial x} (D \frac{\partial a(0)}{\partial x}) = 0
\]

(1.5)

where \( D \) is a positive diffusion constant and will be given explicitly later. A boundary layer analysis around the interface gives the interface condition for the diffusion equation (1.5), as was done by Bal and Ryzhik in [2].

As a way to justify the correctness of our numerical method for (1.2) with the interface, we will compare its numerical solution with that of (1.5) with the corresponding interface conditions. To this aim we also need to develop a new numerical method for the diffusion equation with the interface condition, following the immersed interface method, see [23, 24, 19] as well as [21].

This paper is organized as follows. In Section 2, we briefly review the radiative transfer equation in 1D, which is reduced from the full 3D model, and its diffusion limit when the mean free path \( \epsilon \) is small. Based on the conservation of energy flux, two interface conditions derived in [2] are discussed in Section 3. Numerical schemes are presented in Section 4 for both the radiative transfer equation and diffusion equation with the two different interface conditions corresponding to different transmissions. Positivity of the scheme under a suitable time step restriction is proven. We give some numerical examples in Section 5 to verify the accuracy of our numerical schemes and to compare with the diffusion limits with the corresponding interface conditions with decreasing mean free path. We end the paper in Section 6 with some concluding remarks.
2 Radiative transfer and its diffusion approximation

The radiative transfer equation for the phase space energy density \(a(t, x, k)\) reads

\[
\frac{\partial a}{\partial t} + v \hat{k} \cdot \nabla_x a = \int \sigma(x, k, k') \delta(v|k| - v|k'|)(a(t, x, k') - a(t, x, k)) \, dk',
\]

\(x \in \mathbb{R}^3, \quad k \in \mathbb{R}^3, \quad \hat{k} = k/|k|, \quad v = 1/\sqrt{\rho_\kappa}.
\] (2.1)

Here, the differential scattering cross section \(\sigma(x, k, k')\) is usually symmetric in \(k\) and \(k'\). If only rotationally invariant scattering is concerned, then \(\sigma(x, k, k')\) depends only on the angle between \(k\) and \(k'\), i.e.

\[
\sigma(x, k, k') = \sigma(x, k \cdot k'),
\] (2.2)

and the total scattering cross-section \(\Sigma\) is

\[
\Sigma(x, k) = \int \sigma(x, k, k') \, dk'.
\]

The phase space energy flux is given by

\[
F(t, x) = v \int \hat{k} a(t, x, k) \, dk.
\] (2.3)

As in [2], we consider here a planar symmetric medium, which means that the geometry and the physical parameters of the medium are invariant by translation in directions perpendicular to \(x_3\). Then Eq.(2.1) reduces to

\[
\frac{\partial a}{\partial t} + v \hat{k}_3 \frac{\partial a}{\partial x_3} = \int \sigma(x_3, k \cdot k') \delta(v|k| - v|k'|)(a(t, x_3, k') - a(t, x_3, k)) \, dk',
\] (2.4)

Consider the monochromatic isotropic initial data for (2.4)

\[
a(0, x_3, k) = A_0(x_3, \mu) \delta(v|k| - \omega),
\] (2.5)

where \(\omega\) is the time frequency.

After performing a variable change \(a(t, x_3, k) = v^2 a(t, x_3, \mu) \delta(v|k| - \omega)\) with \(\mu = \hat{k}_3\) (the notation remains the same after the variable change), \(a(t, x, \mu)\) (we use \(x = x_3\) for notational convenience) satisfies

\[
\frac{1}{v} \cdot \frac{\partial a}{\partial t} + \mu \frac{\partial a}{\partial x} = \int_{-1}^{1} \sigma(x, \mu, \mu') [a(t, x, \mu') - a(t, x, \mu)] \, d\mu',
\] (2.6)

with the initial data

\[
a(0, x, \mu) \equiv a_0(x, \mu) = A_0(x, \mu)/v^2,
\] (2.7)
where the notation for the scattering cross section $\sigma$ is still kept the same and it is related to the original one by

$$
\sigma(x, \mu, \mu') = \frac{\omega^2}{v^4} \int_0^{2\pi} \sigma \left( x, \sqrt{1 - \mu^2} \sqrt{1 - \mu'^2} \cos \phi + \mu \mu' \right) d\phi.
$$

(2.8)

The total scattering cross section is now given by

$$
\Sigma = \int_{-1}^{1} \sigma(x, \mu, \mu') d\mu',
$$

which is independent of $\mu$ because of (2.2) and (2.8), and the normal component of the flux (2.3) is expressed in terms of $a(t, x, \mu)$ as

$$
\mathcal{F}(t, x) = 2\pi \omega^2 \int_{-1}^{1} \mu a(t, x, \mu) d\mu.
$$

(2.9)

The diffusion approximation becomes valid when the transport mean free path $l = v/\Sigma$ becomes small. Let $\epsilon = l/L$ where $L$ is the length of the domain, then by rescaling time and space variables by $t \rightarrow \epsilon^2 t$ and $x \rightarrow \epsilon x$, one can write Eq.(2.6) as

$$
\frac{\epsilon^2}{v} \frac{\partial a}{\partial t} + \epsilon \mu \frac{\partial a}{\partial x} = \int_{-1}^{1} \sigma(x, \mu, \mu') [a(t, x, \mu') - a(t, x, \mu)] d\mu',
$$

(2.10)

with the initial data (2.7).

Expanding the solution of (2.10) in powers of $\epsilon$:

$$
a(t, x, \mu) = a^{(0)}(t, x, \mu) + \epsilon a^{(1)}(t, x, \mu) + \epsilon^2 a^{(2)}(t, x, \mu) + \cdots
$$

(2.11)

and inserting this expansion into Eq.(2.10), one can perform the standard analysis as in [6, 17] to obtain, from the leading order:

$$
\int_{-1}^{1} \sigma(x, \mu, \mu') a^{(0)}(t, x, \mu') d\mu' = \Sigma a^{(0)}(t, x, \mu)
$$

(2.12)

which implies that $a^{(0)}(t, x, \mu) = a^{(0)}(t, x)$ is independent of $\mu$. Higher order expansions give

$$
a^{(1)}(t, x, \mu) = -\frac{\theta(\mu)}{\Sigma} \frac{\partial a^{(0)}}{\partial x},
$$

(2.13)

$$
2 \frac{\partial a^{(0)}}{v \partial t} - \frac{\partial}{\partial x} (D \frac{\partial a^{(0)}}{\partial x}) = 0,
$$

(2.14)

where $\theta(\mu)$ solves

$$
\theta(\mu) - \int_{-1}^{1} \frac{\sigma(\mu, \mu')}{\Sigma} \theta(\mu') d\mu' = \mu,
$$
and

\[ D = \frac{1}{\Sigma} \int_{-1}^{1} \mu \theta(\mu) \, d\mu. \]

Eq.(2.14) is known as the diffusion limit of (2.10). The initial condition for \( a^{(0)} \) is given by

\[ a^{(0)}(0, x) = \frac{1}{\Sigma} \int_{-1}^{1} \sigma(x, \mu, \mu') a_0(x, \mu') \, d\mu'. \] (2.15)

### 3 The interface conditions

We consider an interface between the two different media with jump discontinuities of the energy density. The interface conditions for the radiative transfer equation (2.6) arise from the behavior of waves reflected and transmitted at flat or random rough interfaces.

Denote

\[ a(t, x, \mu) = \begin{cases} 
  a_1(t, x, \mu) & x > 0, \\
  a_2(t, x, \mu) & x < 0,
\end{cases} \]

where \( a_{1,2}(t, x, \mu) \) are respectively the solutions of (2.6) on the two sides of the interface \( x = 0 \). (For convenience, time \( t \) will be omitted when we discuss the interface conditions in the sequel). We follow the notations in [2] to give the general interface conditions.

\( X_1 = \mathbb{R}^+ \) is the domain for medium 1 with the background sound speed \( v_1 \) and density \( \rho_1 \). \( X_2 = \mathbb{R}^- \) is the domain for medium 2 with the background sound speed \( v_2 \) and density \( \rho_2 \). \( \Gamma_1^- = [0, 1] \) and \( \Gamma_2^- = [-1, 0] \) are respectively the sets of wave vectors in the two media pointing away from the interface. \( \Gamma_1^+ = [-1, 0] \) and \( \Gamma_2^+ = [0, 1] \) are the sets of wave vectors in the two media pointing toward the interface. The reflection and transmission operators \( R^{ij} : L^1_{\mu}(\Gamma_+^j) \rightarrow L^1_{\mu}(\Gamma_-^i), i, j = 1, 2 \), map the functions defined on \( \Gamma_+^j \) onto the functions on \( \Gamma_-^i \), where the spaces \( L^p_{\mu}(X) \) are defined by \( L^p_{\mu}(X) = L^p(X; |\mu| \, d\mu) \) and \( R^{ii} \) correspond to reflection, while \( R^{ij}, i \neq j \) describe the transmission across the interface.

The interface conditions for the radiative transfer equation (2.6) at \( x = 0 \) are

\[ a_i(0, \mu)|_{\Gamma_+^i} = \sum_{j=1}^{2} R^{ij} \left( a_j(0, \cdot)|_{\Gamma_+^j} \right)(\mu). \] (3.1)

Since the energy flux (2.9) is conserved across the interface \( x = 0 \), the reflection and transmission operators must satisfy the following condition:

\[ \int_{\Gamma_+^i} \mu h(\mu) \, d\mu + \int_{\Gamma_-^i} \mu [R^{ii}(h)](\mu) \, d\mu = \int_{\Gamma_-^i} \mu [R^{ij}(h)](\mu) \, d\mu \] (3.2)

for all functions \( h(\mu) \in L^1_{\mu}(\Gamma_+^i) \). Furthermore, \( R^{ij}, i, j = 1, 2 \) are bounded and positive operators. One can refer to [2] for more assumptions and properties on these operators.
The response operators $R_i$, $i = 1, 2$ are defined as
\[
R_i : L^\infty(\Gamma_i^-) \longrightarrow L^\infty(\Gamma_i^+),
\]
and, for any function $G \in L^\infty$, they can be expressed in terms of the Chandrasekhar $H$-function [7] as:
\[
\begin{align*}
(\mathcal{R}^1 G)(-\mu) &= \frac{1}{2} H(\mu) \int_0^1 G(\mu') \frac{H(\mu')}{\mu + \mu' \mu'} d\mu', \\
(\mathcal{R}^2 G)(\mu) &= \frac{1}{2} H(\mu) \int_0^1 G(-\mu') \frac{H(\mu')}{\mu + \mu' \mu'} d\mu',
\end{align*}
\]
for $\mu \in (0, 1)$. Fig. 1 shows how the operators $R^{ij}$ and $R^i$ work across the interface $x = 0$.
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Figure 1: A demonstration for operators $R^{ij}$ and $R^i$, $i, j = 1, 2$ on the domains $X_1, X_2$ with the interface at $x = 0$.

We consider two kinds of interface conditions according to different types of interfaces. One is specular reflection with regular transmission as shown in Fig. 2(a), which can be used in practice as an approximation when the interface is flat. The other one is specular reflection and diffuse transmission as shown in Fig. 2(b), where
the transmission operators are isotropically diffusive, which is the more realistic interface condition in the weak randomly fluctuated media with randomly rough interface. We will give explicit expressions for operators $R^{ij}$ under these two types of interface conditions respectively in the following.
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(a) Interface condition I  
(b) Interface condition II

Figure 2: A demonstration of interface conditions I and II.

Let $\mu_1$ be the cosine value of the incident angle and $\mu_2$ be the cosine value of the transmission angle. Assume that $\mu_{1,2} > 0$. By Snell’s Law of Refraction:

$$\frac{\sqrt{1 - \mu_1^2}}{v_1} = \frac{\sqrt{1 - \mu_2^2}}{v_2},$$

which can be used to determine $\mu_2$ (cosine of the transmission wave angle) from $\mu_1$ (cosine of the incident wave angle).

- Specular reflection and regular transmission (Interface condition I)

Assuming $v_1 > v_2$, then the usual Fresnel reflection-transmission coefficients are given by

$$F^{11}(\mu_1) = \frac{(\rho_2 v_2 \mu_1 - \rho_1 v_1 \mu_2)^2}{(\rho_2 v_2 \mu_1 + \rho_1 v_1 \mu_2)^2}, \quad F^{21}(\mu_1) = \frac{4 \rho_2 \rho_1 v_1^2 \mu_1^2}{(\rho_1 v_1 \mu_2 + \rho_2 v_2 \mu_1)^2},$$

and

$$F^{22}(\mu_2) = F^{11}(\mu_1), \quad F^{12}(\mu_2) = \frac{4 \rho_2 \rho_1 v_1^2 \mu_2^2}{(\rho_1 v_1 \mu_2 + \rho_2 v_2 \mu_1)^2}, \quad \text{if } \mu_2 > \mu_2^c = \sqrt{1 - \frac{v_2^2}{v_1^2}};$$

$$F^{22}(\mu_2) = 1, \quad F^{12}(\mu_2) = 0, \quad \text{if } \mu_2 \leq \mu_2^c.$$
So the operators $R^{ij}$ in the interface condition (3.1) can be expressed in terms of $F^{ij}$ as

$$R^{11}(1)(\mu_1) = F^{11}(\mu_1), \quad R^{12}(1)(\mu_1) = \frac{\mu_1 v_2}{\mu_2 v_1} F^{12}(\mu_2), \quad (3.6)$$

$$R^{22}(1)(\mu_2) = F^{22}(\mu_2), \quad R^{21}(1)(\mu_2) = \frac{\mu_2 v_1}{\mu_1 v_2} F^{21}(\mu_1). \quad (3.7)$$

In (3.6), $\mu_2$ is a function of $\mu_1$, and in (3.7), $\mu_1$ is a function of $\mu_2$, both determined from Snell’s law (3.5).

One can apply this interface condition on the radiative transfer equation (2.10) in the diffusive regime to give the jump condition of the diffusion equation (2.14). Let

$$a^{(0)}(x, t) = \begin{cases} u_1(x, t), & x > 0, \\ u_2(x, t), & x < 0, \end{cases} \quad (3.8)$$

and

$$D(x, t) = \begin{cases} D_1, & x > 0, \\ D_2, & x < 0, \end{cases} \quad (3.9)$$

then the jump condition for diffusion equation can be expressed as:

$$u_2(0^-) = \alpha u_1(0^+), \quad (3.10)$$

$$D_2 \frac{\partial u_2}{\partial x}(0^-) = D_1 \frac{\partial u_1}{\partial x}(0^+), \quad (3.11)$$

where

$$\alpha = \frac{\|1 - R^{11}(1)\|_{L^1_{[0,1]}}}{\|1 - R^{22}(1)\|_{L^1_{[-1,0]}}} = \frac{v_1^2}{v_2^2}. \quad (3.12)$$

Here the values of $a_{1,2}(t, x, \mu)$ for (2.10) on the interface are assumed to be approximately isotropic, so the constant $\alpha$ in (3.12) is independent of the scattering operators inside the media. We are going to use these interface conditions in our numerical computation later. For more details on their derivation and explanation, see [2].

• Specular reflection and diffuse transmission (Interface condition II)

In this interface condition, the reflection operators are the same as in the previous case, while the transmission operators are isotropically diffusive. Hence

$$R^{11}(a)(\mu_1) = F^{11}(\mu_1)a(-\mu_1), \quad R^{12}(a)(\mu_1) = 2 \int_0^1 \mu_1 \frac{\mu_1 v_2}{\mu_2 v_1} F^{12}(\mu_2)a(\mu_2) d\mu_1, \quad (3.13)$$

$$R^{22}(a)(-\mu_2) = F^{22}(\mu_2)a(\mu_2), \quad R^{21}(a)(-\mu_2) = 2 \int_0^1 \mu_2 \frac{\mu_2 v_1}{\mu_1 v_2} F^{21}(\mu_1)a(-\mu_1) d\mu_2. \quad (3.14)$$
There exists an interface layer for the solution of Eq. (2.10) corresponding to this type of interface condition. The resulting interface condition for the diffusion equation (2.14) still has the same form as (3.10) and (3.11) but with a different constant $\alpha$. To get its new value, one needs to solve an eigenvalue problem posed at the interface. For convenience, using the new notations for the values of the solution $a(t, x, \mu)$ to (2.10) at the interface:

$$a^\pm_i = a_i(0, \mu) \quad \text{for} \quad \mu \in \Gamma^i_\pm, \quad i = 1, 2,$$

then $a^-_i$ satisfies

$$a^-_i = (I - R^{11}_R^1)^{-1}R^{12}_R^1(R^{22}R^2 - R^{21}_R^1) a^-_i$$  \hfill (3.15)

and $a^-_2$ is given by

$$a^-_2 = (I - R^{22}_R^2)^{-1}R^{21}_R^2 a^-_1$$  \hfill (3.16)

where $R^{ij}, i, j = 1, 2$ are the reflection and transmission operators in (3.1) and $R^i, i = 1, 2$ are the response operators in (3.3).

We summarize briefly the method to get the new $\alpha$ in the following lemmas and theorems which were proven in [2], as a preparation for the later numerical computations.

**Lemma 3.1** Under certain smoothness and bound assumptions as given in [2], there exists a unique normalized solution $a^-_1$ in $L^1_{\mu}[0, 1]$ of (3.15). Moreover this solution is positive and is bounded away from zero.

**Theorem 3.1** Let the constants $G_{1, 2}$ be defined by $G_1 = G^1(a^-_1)$ and $G_2 = G^2(a^-_2)$, where $G^1$ and $G^2$ are given by

$$G^1(u) = -\frac{1}{D_1 \Sigma_1} \left( \int_0^1 \mu \theta(\mu) u(0, \mu) d\mu + \int_{-1}^0 \mu \theta(\mu) R^1 u(0, -\mu) d\mu \right),$$

$$G^2(u) = -\frac{1}{D_2 \Sigma_2} \left( \int_0^1 \mu \theta(\mu) R^2 u(0, -\mu) d\mu + \int_{-1}^0 \mu \theta(\mu) u(0, \mu) d\mu \right).$$

Then the constants $G_{1, 2}$ are positive and the matching constant $\alpha$ is defined as

$$\alpha = \frac{G_2}{G_1}. \hfill (3.17)$$

**Remark 1** Note that there is also a theorem in [2] that gives an explicit formula for $\alpha$. However, it is not easy to use in the numerical computation.

We will discuss the numerical techniques of calculating $\alpha$ in Section 4.4.
4  Numerical methods

4.1  A finite difference scheme for the radiative transfer equation

We now describe our finite difference scheme for the radiative transfer equation

\[ \frac{\partial a}{\partial t} + \frac{1}{\epsilon} v_x \frac{\partial a}{\partial x} = \frac{1}{\epsilon^2} \int_{-1}^{1} \sigma(x, \mu, \mu') [a(t, x, \mu') - a(t, x, \mu)] d\mu'. \tag{4.1} \]

When we describe the numerical scheme, we consider the two domains connected by the interface as a whole domain instead of considering them separately. So we do not use the notation \( a_1 \) and \( a_2 \) as in Section 3, instead we discretize the whole domain covering both \( X_1 \) and \( X_2 \).

We use a uniform mesh with grid points at \( x_{i+\frac{1}{2}}, i = 0, \ldots, M, \) in the \( x \)-direction and \( \mu_{j+\frac{1}{2}}, j = 0, \ldots, N, \) in the \( \mu \)-direction. The cells are centered at \( (x_i, \mu_j) \) with \( x_i = \frac{1}{2}(x_{i+1} + x_{i-1}) \) and \( \mu_j = \frac{1}{2}(\mu_{j+1} + \mu_{j-1}) \) for \( i = 1, \ldots, M, j = 1, \ldots, N. \) The uniform mesh size is denoted by \( \Delta x = x_{i+\frac{1}{2}} - x_{i-\frac{1}{2}}, \Delta \mu = \mu_{j+\frac{1}{2}} - \mu_{j-\frac{1}{2}}. \) The cell average of \( a \) is defined as

\[ a_{ij} = \frac{1}{\Delta x \Delta \mu} \int_{x_i-\frac{1}{2}}^{x_{i+\frac{1}{2}}} \int_{\mu_{j-\frac{1}{2}}}^{\mu_{j+\frac{1}{2}}} a(x, \mu) d\mu dx. \]

Assume that the discontinuous points of the sound wave speed \( v(x) \) are located at the grid points. Let the left and the right limits of \( v(x) \) at point \( x_{i+\frac{1}{2}} \) be \( v^-_{i+\frac{1}{2}} \) and \( v^+_{i+\frac{1}{2}} \) respectively. We approximate \( v(x) \) by a piecewise linear function

\[ v(x) \approx v^-_{i-1/2} + \frac{v^+_{i+1/2} - v^-_{i-1/2}}{\Delta x} (x - x_{i-1/2}) \]

and define the averaged wave speed in a cell by averaging the two cell interface values as \( v_i = \frac{1}{2}(v^+_{i+1/2} + v^-_{i-1/2}). \) Similarly, we can discretize the differential scattering cross section \( \sigma. \) Typically, \( \sigma \) is constant on both domains \( X_1 \) and \( X_2, \) so is the total cross section \( \Sigma. \)

The radiative transfer equation (4.1) can be semi-discretized (with time continuous) as

\[ (a_{ij})_t + \frac{1}{\epsilon} v_i \mu_j \frac{a_{i+\frac{1}{2},j} - a_{i-\frac{1}{2},j}}{\Delta x} = \frac{1}{\epsilon^2} \sum_{j=1}^{N} v_i \sigma_{ij} a_{ij} \Delta \mu - v_i \Sigma_i a_{ij}. \tag{4.2} \]

Since the characteristics of the radiative transfer equation may be different on the two sides of the interface, the corresponding numerical fluxes should also be different. As in [13, 15], we incorporate into the numerical fluxes \( a^-_{i+\frac{1}{2},j}, a^+_{i-\frac{1}{2},j} \) the interface condition (3.1). For any regular cells not adjacent to the interface, the numerical fluxes are defined using the regular upwind discretization.
Assume $v$ is discontinuous at $x_i + \frac{1}{2}$ and consider the case $\mu_j > 0$. Using upwind scheme, $a_{i+\frac{1}{2},j}^- = a_{ij}$. However, the interface condition (3.1) shows

$$a_{i+\frac{1}{2},j}^+ = R_{11}(a(t,x_{i+1},-\mu^+))(\mu^+) + R_{12}(a(t,x_i,\mu^-))(\mu^+)$$  \hspace{1cm} (4.3)$$

where $\mu^+ = \mu_j$ and $\mu^-$ is derived from Snell’s law (3.5) by setting $\mu_1 = \mu^+$. Since $\mu^-$ may not be a grid point, we have to define it approximately. One can first locate the two cell centers that bound this velocity, and then use a linear interpolation to evaluate the needed numerical flux at $\mu^-$. The case of $\mu_j < 0$ is treated similarly but using the operators $R_{22}$ and $R_{21}$ instead. We will explain the detailed algorithm to generate the numerical flux below. The algorithm will be slightly different for two different types of interface conditions. The difference will be pointed out when needed.

**Algorithm**

- if $\mu_j > 0$
  
  $a_{i+\frac{1}{2},j}^- = a_{ij}, \mu_{k'} = -\mu_j$

  - if $1 - \left(\frac{v_{i+\frac{1}{2}}}{v_{i+\frac{1}{2}}}\right)^2 > 0$, \hspace{1cm} (1 - \mu_j^2) > 0,
    
    $\mu^- = \sqrt{1 - \left(\frac{v_{i+\frac{1}{2}}}{v_{i+\frac{1}{2}}}\right)^2 (1 - \mu_j^2)}$, $\mu_k \leq \mu^- < \mu_{k+1}$ for some integer $k$.

  Denote
  
  $$a_{\mu^-} = \frac{\mu_{k+1} - \mu^-}{\Delta \mu} a_{i,k} + \frac{\mu^- - \mu_k}{\Delta \mu} a_{i,k+1},$$

  for interface condition I: using operator (3.6), we have
  
  $$a_{i+\frac{1}{2},j}^+ = R_{11}(1)(\mu_j)a_{i+1,k'} + R_{12}(1)(\mu_j)a_{\mu^-},$$

  for interface condition II: using operator (3.13), we have
  
  $$a_{i+\frac{1}{2},j}^+ = R_{11}(a_{i+1,k'})(\mu_j) + R_{12}(a_{\mu^-})(\mu_j).$$

  - else

    For interface condition I: $a_{i+\frac{1}{2},j}^+ = a_{i+1,k'}$.

    For interface condition II: $a_{i+\frac{1}{2},j}^+ = a_{i+1,k'} + R_{12}(a_{\mu^-})(\mu_j)$.

  - end

- if $\mu_j < 0$

  $a_{i+\frac{1}{2},j}^+ = a_{i+1,j}, \mu_{k'} = -\mu_j$
\[ \text{if } 1 - \left( \frac{v^{i+\frac{1}{2}}}{v^{-i+\frac{1}{2}}} \right)^2 (1 - \mu_j^2) > 0, \]
\[ \mu^+ = -\sqrt{1 - \left( \frac{v^{i+\frac{1}{2}}}{v^{-i+\frac{1}{2}}} \right)^2 (1 - \mu_j^2)}, \quad \mu_k \leq \mu^+ < \mu_{k+1} \text{ for some integer } k. \]

Denote
\[ a_{i\mu^+} = \frac{\mu_{k+1} - \mu^+}{\Delta \mu} a_{i+1,k} + \frac{\mu^+ - \mu_k}{\Delta \mu} a_{i+1,k+1}. \]

For interface condition I : using operator (3.7), we have
\[ a^{-i+\frac{1}{2},j} = R^{22}(1)(\mu_j)a_{i,k'} + R^{21}(1)(\mu_j)a_{\mu^+}, \]

For interface condition II : using operator (3.14), we have
\[ a^{-i+\frac{1}{2},j} = R^{22}(a_{i,k'})(\mu_j) + R^{21}(a_{\mu^+})(\mu_j). \]

\[ \text{\textcopyright \ else} \]

For interface condition I : \[ a^{-i+\frac{1}{2},j} = a_{i,k'}. \]

For interface condition II : \[ a^{-i+\frac{1}{2},j} = a_{i,k'} + R^{21}(a_{\mu^+})(\mu_j). \]

\[ \text{\textcopyright \ end} \]

**Remark 2** In interface condition II, one can discretize the integrals in \( R^{12} \) and \( R^{21} \) by the direct summation or the trapezoid rule.

The above algorithm for evaluating numerical fluxes is of first order. One can obtain a second order flux by incorporating a slope limiter, such as the van Leer or minmod slope limiter [18], into the above algorithm. This can be achieved by replacing \( a_{i,j} \) with \( a_{i,j} + \frac{\Delta x}{2}s_{ij} \), and replacing \( a_{i+1,j} \) with \( a_{i+1,j} - \frac{\Delta x}{2}s_{i+1,j} \) in the above algorithm, where \( s_{ij} \) is the slope limiter in the \( x \)-direction. It is similar in the \( \mu \)-direction. For the numerical examples in Section 5, we just use the conventional van Leer slope limiter which works well for our examples.

After the spatial discretization is specified, one can use any time discretization for the time derivative.

### 4.2 Positivity of the scheme

It is also important for a numerical scheme to guarantee the positivity of the energy density \( a(t, x, \mu) \) in the radiative transfer equation. We first consider the scheme on (4.1) using the first order numerical flux, and the forward Euler method in time. Assume
that $\mu > 0$ (the case of $\mu < 0$ can be treated similarly with the same conclusion), the scheme becomes

$$
\frac{a_{ij}^{n+1} - a_{ij}^n}{\Delta t} + \frac{1}{\epsilon v_i \mu_j} \frac{a_{ij} - a_{i-\frac{1}{2},j}^+}{\Delta x} = \frac{1}{\epsilon^2} \left( \sum_{j=1}^{N} v_i \sigma_{ij} a_{ij} \Delta \mu - v_i \Sigma_i a_{ij} \right),
$$

where

$$
a_{i-\frac{1}{2},j}^+ = R^{11}(a_{i,k})(\mu_j) + R^{12}(d_1 a_{i-1,k} + d_2 a_{i-1,k+1})(\mu_j), \quad d_1 + d_2 = 1,
$$

with $R^{11}$, $R^{12}$ positive operators and $d_1$, $d_2$ non-negative constants. We omit the superscript $n$ of $a$. The above scheme can be rewritten as

$$
a_{ij}^{n+1} = \left( 1 - \frac{1}{\epsilon v_i \mu_j} \frac{\Delta t}{\Delta x} - \frac{\Delta t}{\epsilon^2} v_i \Sigma_i \right) a_{ij} + \frac{\Delta t}{\epsilon^2} \sum_{j=1}^{N} v_i \sigma_{ij} a_{ij} \Delta \mu + \frac{1}{\epsilon} v_i \mu_j \frac{\Delta t}{\Delta x} a_{i-\frac{1}{2},j}^+, \quad (4.4)
$$

To investigate the positivity of scheme (4.4), we just need to prove that if $a_{ij}^n \geq 0$ for all $(i, j)$, then this is also true for $a_{ij}^{n+1}$. Clearly one just needs to show that all the coefficients before $a_{ij}^n$ are non-negative. A sufficient condition for this is

$$
1 - \frac{1}{\epsilon v_i \mu_j} \frac{\Delta t}{\Delta x} - \frac{\Delta t}{\epsilon^2} v_i \Sigma_i \geq 0,
$$

or

$$
\Delta t \max_{i,j} \left[ \frac{v_i |\mu_j|}{\epsilon \Delta x} + \frac{v_i \Sigma_i}{\epsilon^2} \right] \leq 1. \quad (4.5)
$$

Here we need to resolve mean free path $\epsilon$, so $\Delta x = O(\epsilon)$. Hence our scheme needs a time step $\Delta t = O(\epsilon \Delta x) = O(\epsilon^2)$.

**Remark 3** Note that this numerical method is developed for the radiative transfer equation in the regime where $\epsilon = O(1)$. So this $\epsilon$-dependence on $\Delta x$ and $\Delta t$ is not a serious problem. When $\epsilon \ll 1$, one could just solve directly the diffusion equation. We keep $\epsilon$ here so that we can compare the solution of the radiative transfer equation with the diffusion equation for small $\epsilon$ later to verify our method. It is an interesting project to develop numerical methods that allow $\Delta x$, $\Delta t$ independent of $\epsilon$ as in [12], which will be a subject of future study.

**Remark 4** The $l^\infty$ contraction does not hold here as in [11, 13, 14, 15, 16]. This is because of the different interface conditions we use here. In [11, 13, 14, 15, 16], the transmission and reflection coefficients add up to 1 since the energy density is conserved at the interface. But here, we conserve the energy flux at the interface, so the coefficients do not necessarily add up to 1. In fact, upon some simple algebraic manipulation on (3.6) and (3.7) in interface condition I, one can show that the reflection and transmission operators satisfy the following equality:

$$
R^{11}(1) + R^{12}(1) + \left( \frac{v_2^2}{v_1^2} \right) (R^{22}(1) + R^{21}(1) - 1) = 1. \quad (4.6)
$$
In the case of \( v_1 > v_2 \), we have

\[ R^{11}(1) + R^{12}(1) < 1, \quad (4.7) \]

and

\[ R^{22}(1) + R^{21}(1) > 1, \quad (4.8) \]

where \( l^\infty \) contraction holds only when \( \mu > 0 \) because \( R^{11} \) and \( R^{12} \) are used in this situation and they satisfy (4.7). But when \( \mu < 0 \), we use the coefficients \( R^{22} \) and \( R^{21} \), and (4.8) cannot guarantee the \( l^\infty \) contraction. It is similar for \( v_1 < v_2 \). Therefore the analytical solution is not \( l^\infty \) contraction. It can be easily seen by considering the diffusion limit equation with a constant initial value. Due to the jump condition (3.10), the analytical solution will not remain a constant at the interface. Instead, it goes up on one side and goes down on the other side. However, if one uses an interface condition in which the coefficients add up to 1, then the analytical solution is \( l^\infty \) contraction, so is the numerical scheme.

### 4.3 The immersed interface method for the diffusion equation

In order to check the correctness of our numerical scheme for the radiative transfer equation, we develop the immersed interface method for the diffusion equation (2.14) using the ideas in [23, 24, 19].

The diffusion approximation of the radiative transfer equation (4.1) when \( \epsilon \to 0 \) is given by the diffusion equation

\[
\frac{2}{v} \frac{\partial a^{(0)}}{\partial t} - \frac{\partial}{\partial x} (D \frac{\partial a^{(0)}}{\partial x}) = 0. \quad (4.9)
\]

Using the notation (3.8) and (3.9) in Section 3, we can write Eq.(4.9) in terms of \( u_i, i = 1, 2 \) in the following ways:

\[
\frac{2}{v_i} \frac{\partial u_i}{\partial t} - \frac{\partial}{\partial x} (D_i \frac{\partial u_i}{\partial x}) = 0, \quad i = 1, 2. \quad (4.10)
\]

The interface conditions are

\[
u_2(t, 0^-) = \alpha u_1(t, 0^+), \quad (4.11)
\]

\[
D_2 \frac{\partial u_2}{\partial x}(t, 0^-) = D_1 \frac{\partial u_1}{\partial x}(t, 0^+). \quad (4.12)
\]

Therefore

\[
\frac{\partial u_2}{\partial t}(t, 0^-) = \alpha \frac{\partial u_1}{\partial t}(t, 0^+) \quad (4.13)
\]

\[
D_2 \frac{\partial^2 u_2}{\partial x \partial t}(t, 0^-) = D_1 \frac{\partial^2 u_1}{\partial x \partial t}(t, 0^+). \quad (4.14)
\]
Plugging (4.13) into (4.10), one gets the second derivative condition at the interface,

\[
v_2 D_2 \partial^2 u_2 \frac{\partial u_2}{\partial x^2} (t, 0^-) = \alpha v_1 D_1 \partial^2 u_1 \frac{\partial u_1}{\partial x^2} (t, 0^+). \tag{4.15}
\]

Differentiating (4.10) once and substituting (4.14) into it, one has the third derivative condition at the interface,

\[
v_2 D_2 \partial^3 u_2 \frac{\partial u_2}{\partial x^3} (t, 0^-) = v_1 D_1 \partial^3 u_1 \frac{\partial u_1}{\partial x^3} (t, 0^+). \tag{4.16}
\]

Once we determined the physically relevant jump conditions, we can begin to develop an immersed interface method to solve it. We use a uniform grid with points \(x_i, i = 0, 1, \ldots, N\) and assume that \(x_j \leq 0 \leq x_{j+1}\) for some \(j\). We also assume that the initial and boundary data are specified in such a way that the solution is smooth away from the interface, so we can use a standard finite difference method for the constant coefficient diffusion equation at all grid points except \(x_j\) and \(x_{j+1}\). For example, we might use the forward Euler method for time and the central difference for space:

\[
\frac{2 U_i^{n+1,l} - U_i^{n,l}}{v_i \tau} - D_1 \frac{U_i^{n,l+1} - 2U_i^{n,l} + U_i^{n,l-1}}{h^2} = 0,
\]

where \(U_i^{n,l} = u_i(t_n, x_l)\), \(\tau\) is the time step and \(h\) is the space step. Note that \(0 \leq l \leq N\) but \(l \neq j, j + 1\).

Now denote the distance from the interface \(x = 0\) to the cell point \(x_{j+1}\) by \(kh\) where \(0 \leq k \leq 1\). Then the distance from the interface to \(x_j\) is \((1 - k)h\). We set up a second order difference for \(u_2''(x_j)\) and \(u_2''(x_{j+1})\) in the following steps.

First, expand \(u_1(x_{j+1})\) on \(x_j\) with the information of \(u_2(x_i)\) by using the interface conditions (4.11) (4.12) (4.15) and (4.16). For convenience, we ignore the time notation here and denote \(\frac{\partial}{\partial x} = \partial\), then

\[
\begin{align*}
&u_1(x_{j+1}) = u_1(0) + k hu'_1(0) + \frac{(kh)^2}{2} u''_1(0) + \frac{(kh)^3}{6} u'''_1(0) + O(h^4) \\
&\quad = \frac{1}{\alpha} u_2(0) + kh \frac{D_2}{D_1} u'_2(0) + \frac{(kh)^2}{2} \frac{v_2 D_2}{v_1 \alpha D_1} u''_2(0) + \frac{(kh)^3}{6} \frac{v_2 D_2^2}{v_1 D_1^2} u'''_2(0) + O(h^4) \\
&\quad = \frac{1}{\alpha} (u_2(x_j) + (1 - k)hu'_2(x_j) + \frac{(1 - k)h^2}{2} u''_2(x_j) + \frac{(1 - k)h^3}{6} u'''_2(x_j)) \\
&\quad \quad + kh \frac{D_2}{D_1} (u'_2(x_j) + (1 - k)hu''_2(x_j) + \frac{(1 - k)h^2}{2} u'''_2(x_j)) \\
&\quad \quad + \frac{(kh)^2}{2} \frac{v_2 D_2}{v_1 \alpha D_1} (u''_2(x_j) + (1 - k)hu'''_2(x_j)) \\
&\quad \quad + \frac{(kh)^3}{6} \frac{v_2 D_2^2}{v_1 D_1^2} u'''_2(x_j) + O(h^4).
\end{align*}
\]
Rewrite \( u_1(x_{j+1}) \) as
\[
u_1(x_{j+1}) = \bar{A}u_2(x_j) + \bar{B}u'_2(x_j) + \bar{C}u''_2(x_j) + \bar{D}u'''_2(x_j) + O(h^4),
\]
where
\[
\bar{A} = \frac{1}{\alpha}, \quad \bar{B} = \frac{(1-k)h}{\alpha} + kh\frac{D_2}{D_1},
\]
\[
\bar{C} = \frac{1}{\alpha} \cdot \frac{(1-k)h^2}{2} + k\frac{D_2}{D_1}(1-k)h + \frac{(kh)^2}{2} \frac{v_2D_2}{v_1\alpha D_1},
\]
\[
\bar{D} = \frac{1}{\alpha} \cdot \frac{(1-k)h^3}{6} + \frac{k D_2 (1-k) h^2}{2} + \frac{(kh)^2}{2} \frac{v_2 D_2}{v_1 \alpha D_1} (1-k)h + \frac{(kh)^3}{6} \frac{v_2 D_2^2}{v_1 D_1^2}.
\]

To verify the coefficients, let \( \bar{A} = 1, \bar{B} = h, \bar{C} = \frac{h^2}{2} \) and \( \bar{D} = \frac{h^3}{6} \) which are consistent with the case when there is no interface.

Denote \( u''_2(x_j) = \delta_0^2 u_2(x_{j-2}) + \delta_1^2 u_2(x_{j-1}) + \delta_2^2 u_2(x_j) + \delta_3^2 u_1(x_{j+1}) + O(h^2) \), then by the Taylor expansion of \( u_2(x_{j-2}), u_2(x_{j-1}) \) and \( u_1(x_{j+1}) \) on \( x_j \), one needs to solve the linear system (4.18) to get \( \delta_0^2, \delta_1^2, \delta_2^2 \) and \( \delta_3^2 \) where \( \bar{A}, \bar{B}, \bar{C} \) and \( \bar{D} \) are given by (4.17),

\[
\begin{pmatrix}
1 & 1 & 1 & \bar{A} \\
-2h & -h & 0 & \bar{B} \\
2h^2 & \frac{1}{2} h^2 & 0 & \bar{C} \\
-\frac{4}{3} h^3 & -\frac{1}{6} h^3 & 0 & \bar{D}
\end{pmatrix}
\begin{pmatrix}
\delta_0^2 \\
\delta_1^2 \\
\delta_2^2 \\
\delta_3^2
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
0 \\
1 \\
0
\end{pmatrix}.
\]

Similarly, one can expand \( u_2(x_j) \) on \( x_{j+1} \) with the information of \( u_1(x_{j+1}) \) by using the interface conditions (4.11) (4.12) (4.15) and (4.16). After denoting \( u'''(x_{j+1}) = \delta_0^3 u_1(x_{j+3}) + \delta_1^3 u_1(x_{j+2}) + \delta_2^3 u_1(x_{j+1}) + \delta_3^3 u_2(x_j) + O(h^2) \), one can get \( \delta_0^3, \delta_1^3, \delta_2^3 \) and \( \delta_3^3 \) by solving (4.19),

\[
\begin{pmatrix}
1 & 1 & 1 & \tilde{A} \\
2h & h & 0 & \tilde{B} \\
2h^2 & \frac{1}{2} h^2 & 0 & \tilde{C} \\
\frac{1}{3} h^3 & \frac{1}{6} h^3 & 0 & \tilde{D}
\end{pmatrix}
\begin{pmatrix}
\delta_0^3 \\
\delta_1^3 \\
\delta_2^3 \\
\delta_3^3
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
0 \\
1 \\
0
\end{pmatrix}.
\]

where
\[
\tilde{A} = \alpha, \quad \tilde{B} = - \left[ kha + (1-k)h \frac{D_1}{D_2} \right],
\]
\[
\tilde{C} = \alpha \cdot \frac{(kh)^2}{2} + (1-k)h \frac{D_1}{D_2} kha + \frac{((1-k)h)^2}{2} \frac{v_1\alpha D_1}{v_2 D_2},
\]
\[
\tilde{D} = - \alpha \cdot \frac{(kh)^3}{6} + (1-k)h \frac{D_1}{D_2} \frac{(kh)^2}{2} + \frac{(1-k)h}{2} \frac{v_1\alpha D_1}{v_2 D_2} kha + \frac{((1-k)h)^3}{6} \frac{v_1 D_1^2}{v_2 D_2^2}.
\]
So if one still uses the forward Euler method for time, then the difference scheme at points \(x_j\) and \(x_{j+1}\) is given by

\[
\frac{2}{v_2} \frac{U_2^{n+1,j} - U_2^{n,j}}{\tau} - D_2 (\delta_0^2 U_2^{n,j-2} + \delta_1^2 U_2^{n,j-1} + \delta_2^2 U_2^{n,j} + \delta_3^2 U_2^{n,j+1}) = 0,
\]

\[
\frac{2}{v_1} \frac{U_1^{n+1,j+1} - U_1^{n,j+1}}{\tau} - D_1 (\delta_0^1 U_1^{n,j+3} + \delta_1^1 U_1^{n,j+2} + \delta_2^1 U_1^{n,j+1} + \delta_3^1 U_1^{n,j}) = 0,
\]

where \(U_i^{n,l} = u_i(t_n, x_l)\), \(\tau\) is the time step and \(h\) is the mesh size.

**Remark 5** The same immersed interface scheme also works when there are source terms in the diffusion equation. However, one needs to change the interface condition to account for the source terms. For example, consider the diffusion equation (4.10) with source terms,

\[
\frac{2}{v_i} \frac{\partial u_i}{\partial t} - \frac{\partial}{\partial x} (D_i \frac{\partial u_i}{\partial x}) + \Sigma_i u_i = 0, \quad i = 1, 2. \tag{4.20}
\]

Then plug (4.13) into (4.20), one has

\[
\frac{v_2}{v_1 \alpha} = \frac{D_1 \frac{\partial^2 u_1}{\partial x^2} - \Sigma_1 u_1}{D_2 \frac{\partial^2 u_2}{\partial x^2} - \Sigma_2 u_2}. \tag{4.21}
\]

Similarly, the third derivative interface condition (4.16) is changed to

\[
\frac{D_2 v_2}{D_1 v_1} = \frac{D_1 \frac{\partial^3 u_1}{\partial x^3} - \Sigma_1 \frac{\partial u_1}{\partial x}}{D_2 \frac{\partial^3 u_2}{\partial x^3} - \Sigma_2 \frac{\partial u_2}{\partial x}}. \tag{4.22}
\]

One can use (4.11), (4.12), (4.21) and (4.22) to get a similar second order approximation for \(u_2''(x_j)\) and \(u_1''(x_{j+1})\). We omit the details here.

### 4.4 Computing the coefficient \(\alpha\) for interface condition II

We now describe the computation of \(\alpha\) for interface condition II. First, we discretize the operators \(R^{ij}\) and \(R^i\), \(i, j = 1, 2\), numerically by the Gauss quadrature. Note that the Gauss quadrature will provide a higher accuracy in the computation of the Chandrasekhar \(H\)-function. Since the operators are linear in interface condition II, the discrete forms of the operators will be constant matrices. Denote the constant matrix \(A^{ij}\) to be the discrete form of \(R^{ij}\) and the constant matrix \(B^i\) to be the discrete form of \(R^i\), then the discrete form of \((I - R^{11} R^1)^{-1} R^{12} R^2 (I - R^{22} R^2)^{-1} R^{21} R^1\) in (3.15) is simply given by \((I - A^{11} B^1)^{-1} A^{12} B^2 (I - A^{22} B^2)^{-1} A^{21} B^1\). Similarly, the discrete form of \((I - R^{22} R^2)^{-1} R^{21} R^1\) in (3.16) is given by \((I - A^{22} B^2)^{-1} A^{21} B^1\).
After that, we solve the eigenvalue problem (3.15) to get $a_1^-$, which is the eigenvector corresponding to the eigenvalue of 1, by the power method or the Matlab subroutine *eig*. Finally, one can have $a_2^-$ by plugging $a_1^-$ into (3.16). There exists a steep jump in the eigenvalue $a_2^-$ due to interface condition II. So one needs a very small mesh size to compute $a_2^-$ and we use 512 mesh points here. Please refer to [2] about the graphs of $a_1^-$ and $a_2^-$, which will not be displayed here although we reproduce them by our computation.

In addition, one should be careful when discretizing $R_{12}$ and $R_{21}$, because they map the discretized function values on $\mu_k, k = 1, \cdots, 512$, into the ones that are not one of $\mu_k$’s. Therefore one needs to do interpolation during the discretization. However, it can be avoided by rewriting the expressions of $R_{12}, R_{21}$ as the following

$$R_{12}(a)(\mu_1) = 2 \int_0^1 \mu_1 R_{12}^0(a)(\mu_2) d\mu_1 = \int_0^1 R_{12}^0(a)(\mu_2) d\mu_1^2$$

$$= \int_0^1 R_{12}^0(a)(\mu_2) d\left(\frac{v_1^2}{v_2^2} \mu_2^2\right) = 2 \frac{v_1^2}{v_2^2} \int_0^1 \mu_2 R_{12}^0(a)(\mu_2) d\mu_2,$$

and similarly,

$$R_{21}(a)(\mu_2) = 2 \frac{v_2^2}{v_1^2} \int_0^1 \mu_1 R_{21}^0(a)(\mu_1) d\mu_1,$$

where $R_{12}^0(a)$ and $R_{21}^0(a)$ stand for the transmission operators in (3.6) (3.7) for interface condition I. The equality (*) is the result of Snell’s law (3.5).

### 5 Numerical examples

In this section, we present numerical results to check the performance of the schemes described above. In our computation, we consider an isotropic scattering in each domain. The interface of two domains is located at $x = 0$. The medium on the right half plane $X_1$ has the density $\rho_1 = 0.5$, the velocity $v_1 = 1.2$, the medium on the left half plane $X_2$ has the density $\rho_2 = 1.0$, the velocity $v_2 = 1.0$. We are going to conduct the numerical tests using different initial data and different constants for the scattering cross section. The numerical results will be given in terms of two different interface conditions.

**Example 1** $\sigma_1(\mu, \mu') = \sigma_2(\mu, \mu') = \frac{1}{2}, \Sigma_1 = \Sigma_2 = 1$. The initial condition of the radiative transfer equation (4.1) is given by

$$a(0, x, \mu) = \frac{1}{0.03 \pi} \exp\left[-\left(\frac{x}{0.03}\right)^2 - \left(\frac{\mu}{0.3}\right)^2\right], \quad (5.1)$$

and the corresponding initial data for the diffusion equation (4.9) is

$$a^{(0)}(0, x) = \frac{1}{2} \int_{-1}^1 a(0, x, \mu) d\mu$$

$$\cong \frac{10}{2\sqrt{\pi}} \exp\left(-\left(\frac{x}{0.03}\right)^2\right). \quad (5.2)$$
Note: The last equality above holds exactly only when the integral is from \(-\infty\) to \(\infty\). The error caused by it is pretty small because it decays almost to 0 out of \([-1, 1]\) in the \(\mu\)-direction.

For numerical computation of the radiative transfer equation (4.1), we use the second order Runge-Kutta for time discretization and the second order flux with the van Leer slope limiter for spatial discretization. The computational domain is chosen as \((x, \mu) \in [-3, 3] \times [-1, 1]\). Here the domain for \(x\) is chosen to be big enough so that the Gaussian initial data decays almost to 0 on the boundary and it provides enough space for the quick diffusion of \(a(t, x, \mu)\) when time evolves. So it is convenient for us to use the periodic boundary condition in the \(x\)-direction. The mesh we use in the computation under the interface condition I is \(M \times N = 1200 \times 400\), which means \(\Delta x = \Delta \mu = 1/200\). We choose the time step as \(\Delta t = \epsilon \Delta x/3\), where the values of \(\epsilon\) vary from 0.01 to 0.1. Here \(\epsilon\) needs to be numerically resolved so we should choose \(\Delta x < \epsilon\).

We use the same domain and grid points for \(x\) in the computation of the diffusion equation (4.9). The first order forward Euler method is used for time discretization and the second order center difference for spatial discretization. The time step is chosen to be \(\Delta t = (\Delta x)^2/4\). The jump condition \(\alpha\) in this example is given as \(\alpha = v_1^2/v_2^2 = 1.44\) for interface condition I and \(\alpha = 1.3539\) for interface condition II by solving for \(a^-_1\) and using (3.17). Note that \(\alpha\) only depends on \(v\), not on \(\rho\), for interface condition I. But for the interface condition II, \(\alpha\) does depend on both \(v\) and \(\rho\). Although both interface conditions involve \(\rho\) and \(v\), the effect of \(\rho\) disappears when \(\epsilon\) goes to 0 for interface condition I but the effect does exist for interface condition II. We checked this in our numerical experiments by varying the value of \(\rho\) but will not display this comparison here.

Figs. 3 - 5 display the numerical results using interface condition I. Fig. 3 shows the 3D plot of energy density \(a(t, x, \mu)\) of Eq. (4.1) at \(t = 0.1, \epsilon = 0.03\), which is isotropic in the \(\mu\)-direction because of the use of interface condition I. We display the result of the average density \(\bar{a}(t, x) = \frac{1}{2} \int_{-1}^{1} a(t, x, \mu) \, d\mu\) in Fig. 4 for different values of \(\epsilon\). The convergence to its diffusion limit as \(\epsilon \to 0\) can be observed here. A zoomed-in image is shown in Fig. 4(b) so that the convergence can be seen more clearly. We compute the \(L^1\) and \(L^\infty\) errors between the numerical solutions of the radiative transfer equation and the diffusion equation respectively in Fig. 5(a) and (b), both of which display a good convergence as \(\epsilon\) decreases.

Figs. 6 - 8 display the numerical results using interface condition II. There exists an interface layer with this interface condition, and the energy density \(a(t, x, \mu)\) is no longer isotropic in the \(\mu\)-direction, as can be seen from Fig. 6. Since the interface layer exists, we need more grid points (near the interface) to resolve \(\epsilon\) such that \(\Delta x \ll \epsilon\). This should be done locally near the interface, but we do not pursue this local adaptive mesh idea in this paper, instead we simply double the number of grid points by using \(\Delta x = \Delta \mu = 1/400\). The time step is chosen as the same function of \(\Delta x\) as in interface condition I. Fig. 7 shows the result of the average density \(\bar{a}(t, x)\) comparing with its diffusion limit with decreasing \(\epsilon\). Similarly to the case of interface condition I,
the good convergence can be observed here and more clearly in a zoomed-in image Fig. 7(b). An interface layer also can be seen in this figure, which does not exist with interface condition I (comparing with Fig. 4(b)). Finally, $L^1$ error between the numerical solutions of the radiative transfer and the diffusion equations is depicted in Fig. 8 for both meshes $\Delta x = 1/200$ and $\Delta x = 1/400$. One can see that the under-resolved errors do not become small when $\epsilon$ is reduced, however when we resolve $\epsilon$, i.e. using a small enough $\Delta x$, the errors decrease as $\epsilon$ does. We can not have $L^\infty$ convergence in this situation due to the existence of the interface layer.

**Example 2** $\sigma_1(\mu, \mu') = \frac{1}{2}$, $\sigma_2(\mu, \mu') = 1$, $\Sigma_1 = 1$, $\Sigma_2 = 2$. The initial condition of the radiative transfer equation (4.1) is given by

$$a(0, x, \mu) = \begin{cases} 1, & x < 0, \mu > 0, \sqrt{4x^2 + 4\mu^2} < 1 \\ 1 & x > 0, \mu < 0, \sqrt{4x^2 + \mu^2} < 1, \\ 0 & \text{otherwise}, \end{cases} \quad (5.3)$$

and the corresponding initial datum for the diffusion equation (4.9) is

$$a^{(0)}(0, x) = \frac{1}{2} \int_{-1}^{1} a(0, x, \mu) d\mu = \begin{cases} \frac{1}{2} \sqrt{1 - 4x^2}, & -\frac{1}{2} < x < 0, \\ \frac{1}{2} \sqrt{1 - 4x^2}, & 0 < x < \frac{1}{2}, \\ 0, & \text{otherwise}. \end{cases} \quad (5.4)$$

Unlike the Gaussian initial data in Example 1, we use the discontinuous initial data (5.3) and (5.4) in this example. Two different constants are used for the scattering cross section $\sigma_i$ in two domains. But it will not affect the value of $\alpha$ for both interface conditions. Hence $\alpha$ is the same as in the first example.

We use the same computational domain as the first example, namely $(x, \mu) \in [-3, 3] \times [-1, 1]$. Although the support set for $x$ is $[-\frac{1}{2}, \frac{1}{2}]$ in the initial data here, we choose the domain of $x$ to be $[-3, 3]$, which is big enough for the diffusion of $a(t, x, \mu)$ so the periodic boundary condition can be used in our computational time span.

The results show good performance of the scheme. Here we show the numerical convergence of the solutions from the radiative transfer equation to the diffusion equation in Fig. 9-11 for interface conditions I and II respectively. The interface layer can be seen more clearly in Fig. 10(b). In particular, the interface layer on the right of the interface is clearly visible in Fig.11(b) for the case of interface II, but it does not exist in Fig.11(a) in the case of interface I. both the $L^1$ and $L^\infty$ convergences in $\epsilon$ still hold as before but will not be shown here since they are similar to Example 1.

In both examples we used piecewise constant coefficients $\rho, v, \sigma$ and $\Sigma$ to test the numerical performance of the new scheme. The scheme is valid for general variable coefficients for these quantities. Since the focus of the paper is to capture the correct behavior at the interface, we do not conduct numerical tests on more general variable coefficients, which do not introduce any new numerical challenge for a standard radiative transfer equation solver.
6 Conclusion

In this paper, we develop a numerical method to solve the plane symmetry, isotropic scattering radiative transfer equation with an interface that models the propagation of energy density of waves in heterogeneous media with weak random fluctuation. The numerical method follows the idea of [13, 15], namely, we build in the interface condition that characterizes the reflection and transmission into the numerical flux. The new contribution is to deal with the diffuse transmission that typically occurs in translucent media. Moreover, we compare its numerical solution with the numerical solution of the diffusion equation for both the regular and diffuse transmissions. The results show that, as the mean free path goes to zero, the numerical solutions of the radiative transfer equation with interface converges to those of the diffusion equation with the corresponding interface conditions under suitable numerical mesh sizes and time steps.

In the future we will attempt to develop numerical schemes for this problem that allows a coarse computation, in which the mesh size and time step are independent of the mean free path by combining the asymptotic-preserving scheme of [12] with the interface technique developed in this paper. We will also extend the method to higher dimensions, and with a curved interface [11].
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Figure 3: Example 1. The numerical solution of $a(t, x, \mu)$ for the radiative transfer equation (4.1) at $t = 0.1$, $\epsilon = 0.03$ using interface condition I. $\Delta x = \Delta \mu = 1/200$.

Figure 4: Example 1. The numerical solution of the average density $\bar{a}(t, x) = \frac{1}{2} \int_{-1}^{1} a(t, x, \mu) \, d\mu$ for the radiative transfer equation (4.1) converges to the numerical solution of $a^{(0)}$ for the diffusion equation (4.9) at $t = 0.1$ with $\epsilon$ decreasing from 0.1 to 0.03 using interface condition I. $\Delta x = \Delta \mu = 1/200$. A zoomed-in plot is shown in (b).
Figure 5: Example 1. The $L^1$ error in (a) and $L^\infty$ error in (b) between the numerical solutions of the radiative transfer equation and the diffusion equation when $\epsilon$ is decreasing from 0.1 to 0.01 using interface condition I.

Figure 6: Example 1. The numerical solution of $a(t, x, \mu)$ for the radiative transfer equation (4.1) at $t = 0.1$, $\epsilon = 0.03$ using interface condition II. $\Delta x = \Delta \mu = 1/400$. 
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Figure 7: Example 1. The numerical solution of the average density \( \bar{a}(t, x) = \frac{1}{2} \int_{-1}^{1} a(t, x, \mu) \, d\mu \) for the radiative transfer equation (4.1) converges to the numerical solution of \( a^{(0)}(t) \) of the diffusion equation (4.9) at \( t = 0 \) with \( \epsilon \) decreasing from 0.1 to 0.03 using interface condition II. \( \Delta x = \Delta \mu = 1/400 \). A zoomed-in plot is shown in (b).

Figure 8: Example 1. The \( L^1 \) error between the numerical solutions of the radiative transfer equation and the diffusion equation when \( \epsilon \) is decreasing from 0.1 to 0.01 using interface condition II.
Figure 9: Example 2. The numerical solution of the average density \( \bar{a}(t, x) = \frac{1}{2} \int_{-1}^{1} a(t, x, \mu) d\mu \) for the radiative transfer equation (4.1) converges to the numerical solution of \( a^{(0)} \) for the diffusion equation (4.9) at \( t = 0.1 \) with \( \epsilon \) decreasing from 0.1 to 0.03 using interface condition I. \( \Delta x = \Delta \mu = 1/200 \). A zoomed-in plot is shown in (b).

Figure 10: Example 2. The numerical solution of the average density \( \bar{a}(t, x) = \frac{1}{2} \int_{-1}^{1} a(t, x, \mu) d\mu \) for the radiative transfer equation (4.1) converges to the numerical solution of \( a^{(0)} \) for the diffusion equation (4.9) at \( t = 0.1 \) with \( \epsilon \) decreasing from 0.1 to 0.03 using interface condition II. \( \Delta x = \Delta \mu = 1/400 \). A zoomed-in plot is shown in (b).
Figure 11: Example 2. More zoomed-in plots: (a) is enlarged from Fig.9(a) and (b) is from Fig.10(a). This shows a comparison between the solution without the interface layer (a) for interface condition I and the solution with the interface layer(b) on the right of the interface with interface condition II.