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Abstract

In this paper, we numerically study the semiclassical limit of the Schrödinger-
Poisson equations as a selection principle for the weak solution of the Vlasov-
Poisson in one space dimension. Our numerical results show that this limit gives
the weak solution that agrees with the zero diffusion limit of the Fokker-Planck
equation. We also numerically justify the multivalued solution given by a mo-
ment system of the Vlasov-Poisson equations as the semiclassical limit of the
Schrödinger-Poisson equations.

1 Introduction

We are interested in establishing a selection principle for the weak solution of the
following one-dimensional Vlasov-Poisson equations:

∂f

∂t
+ v

∂f

∂x
− E(x, t)

∂f

∂v
= 0, (1.1)

∂2

∂x2
V = ρ = b(x) −

∫ ∞

−∞

f(x, v, t)dv, E =
∂V

∂x
, (1.2)

subject to the initial condition

f(x, v, t)|t=0 = f0(x, v) ≥ 0. (1.3)
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In (1.1)-(1.2), f(x, v, t) is the density of electrons at location x traveling with ve-
locity v at time t, ρ is the charge density, b(x) ≥ 0 denotes the fixed positively charged
background, E(x, t) is the electric field and V (x, t) is the electric potential. For sim-
plicity in exposition, we assume throughout this paper that b(x) = 1 and f(x, v, t) is
1-periodic in x, i.e.

f(x+ 1, v, t) = f(x, v, t), E(x+ 1, t) = E(x, t)
∫ 1

0

E(x, t)dx = 0. (1.4)

In (1.3), f0(x, v) is a non-negative probability measure, i.e.

∫ 1

0

∫ ∞

−∞

f0(x, v)dxdv = 1.

We first state the definition of a weak solution according to [14].

Definition 1.1. A pair {E, f} of a function E(x, t) and a non-negative measure
f(x, v, t) is called a weak solution to the problem (1.1)-(1.4), if {E, f} is 1-periodic
in x and for some T > 0,

1. E ∈ L∞(ΩT ) ∩ BV (ΩT ) where ΩT = [0, 1] × (0, T );

2. f(x, v, t) is a probability measure for each t > 0,

∫ 1

0

∫ ∞

−∞

f(x, v, t)dvdx = 1;

3. for all φ ∈ C∞
0 (R2 × (0, T )), the velocity average of f(x, v, t) with φ is a spe-

cial measure, which is the x-derivative a BV function hφ(x, t) ∈ BV (ΩT ), i.e.
∫ ∞

−∞
φ(x, v, t)f(x, v, t)dv = ∂xhφ;

4. {E, f} satisfies the Poisson equation in the distributional sense, Ex = 1−
∫ ∞

−∞
fdv,

and the normalizing condition is compatible with Condition 2,
∫ 1

0
Edx = 0;

5. {E, f} satisfies the Vlasov equation in the weak form:

∫ T

0

∫

R2

(φtf + φxvf)dvdxdt−
∫ T

0

∫

R

Ē

(
∫

R

φvfdv

)

dxdt = 0, (1.5)

for all test functions φ ∈ C∞
0 (R2 × (0, T )), and Ē is given by

Ē =

{

E(x, t), if E is approximately continuous at (x, t),
1
2
[El(x, t) + Er(x, t)], if E has a jump at (x, t),

(1.6)

where El(x, t) and Er(x, t) denote respectively the left and right limits of E(x, t)
at a discontinuity point.
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6. f is Lipschitz continuous from [0, T ] to the local negative Sobolev space H−L
loc (R2)

for some L > 0, and f(x, v, 0) = f0(x, v) in H−L
loc (R2).

As a regularization to the Vlasov-Poission equation, consider the Fokker-Planck
equation satisfies

∂f η

∂t
+ v

∂f η

∂x
− Eη(x, t)

∂f η

∂v
= η

∂2f η

∂v2
, (1.7)

∂2

∂x2
V η = ρη = b(x) −

∫ ∞

−∞

f η(x, v, t)dv, Eη =
∂V η

∂x
, (1.8)

where η ≥ 0 is the viscous coefficient and the initial condition is

f η(x, v, t)|t=0 = f0(x, v) ≥ 0. (1.9)

The existence of suitable weak solutions to (1.1)-(1.3) was established by Zheng and
A. Majda ([18]). Moreover, the non-uniqueness issue of (1.1)-(1.3) was discussed by
A. Majda, G. Majda and Zheng in [14], where two explicit weak solutions with the
same charge concentration initial data were constructed. It was shown that the zero
smoothing limit of the time reversible particle method converges to the discrete fission
weak solution while the zero diffusion limit of the Fokker-Planck equation (1.7)-(1.8)
converges to the continuous fission weak solution.

In this paper, we consider another regularization process given by the semi-classical
limit of Schrödinger-Poisson equations, and hope to establish a selection principle for
the weak solution of the Vlasov-Poisson equations. The convergence of the limit was
studied in [8, 11, 13, 17]. For convenience, we summarize the main results of [17] as
below.

The Schrödinger-Poisson equations are

{

iǫψǫ
t = − ǫ2

2
ψǫ

xx + V ǫ(x)ψǫ,

∂xxV
ǫ = 1 − |ψǫ(x, t)|2, Eǫ = ∂V ǫ

∂x
, x ∈ R, t ≥ 0,

(1.10)

with the initial condition

ψǫ|t=0 = ψǫ
0. (1.11)

Definition 1.2. The Wigner transform of ψǫ is defined as ([16])

W ǫ(x, v, t) =
1

2π

∫

R

e−ivyψǫ(x+
ǫy

2
, t)ψǫ(x− ǫy

2
, t)dy (1.12)

Theorem 1.3. Let ϕǫ(x) be uniformly bounded in L2(R), b(x) ∈ (L1 ∩ L2)(R), ψǫ
0 =

Jǫ∗ϕǫ(x), b
ǫ = b∗Jǫ(x) where the Friedrichs mollifier Jǫ(x) = 1

ǫ
J(x

ǫ
) and J(x) = 1

π
e−x2

.
Let W ǫ(x, v, t) be the Wigner transform of a solution ψǫ defined in (1.12). Then there
is a subsequence of {W ǫ(x, v, t)}, which we still denote by {W ǫ(x, v, t)} for convenience,
and a nonnegative bounded Radon measure f(x, v, t) such that W ǫ(x, v, t) ⇀ f(x, v, t)
as ǫ → 0, where the Wigner measure f(x, v, t) is a weak solution of (1.1)-(1.3) in the
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sense of Definition 1.1, with f0 the Wigner measure of ψǫ
0(x) and an L > 2 in Condition

6 of Definition 1.1. Here, the test function space for the weak convergence is defined as

A =
{

φ ∈ C∞
c (Rx × Rv) : (Fvφ)(x, ξ) ∈ L1(Rη, Cc(Rx))

}

with the norm

‖φ(x, v)‖A =

∫

R

supx |(Fvφ)(x, ξ)| dξ,

where (Fvφ)(x, ξ) is the Fourier transformation of φ(x, v) with respect to v.

Remark 1.4. The same conclusion of Theorem 1.3 still holds if one considers the x-
domain to be [0, 1] and all the functions are 1-periodic in x, which will allow b(x) = 1.

We are interested in which weak solution the semiclassical limit selects for the weak
solution of the Vlasov-Poisson equations. Our numerical experiments show that it
selects the one obtained by the zero diffusion limit of the Fokker-Planck equations. In
addition, we will also check if this limit is sensitive to the numerical regularization of
the measure-valued initial data. Our numerical results show that it is not.

We are also interested in the justification of the moment system for the multival-
ued solutions of the Euler-Poission equations as the correct semiclassical limit of the
Schrödinger-Poission equations. It is known that the solution to the Vlasov-Poisson
equations with mono-kinetic initial data, like the Liouville or Vlasov equation [9, 15],
when projected into the physical space, may become multivalued which cannot be cap-
tured by the viscous solution of the single-valued closure–the Euler-Poission equations.
A moment system following the work of [9] was introduced in [10] for such multivalued
solutions. Multivalued solutions to the Vlasov-Poission equations were also studied
later in [7, 12]. So far little rigorous study on the multi-valued solution to the Euler-
Poisson equations is available, nor has there been any theoretical or even numerical
justification of these multilvalued solutions as the correct semiclassical limit of the
Schrödinger-Poission equations. Our numerical results in this paper suggest that the
solutions to the moment equations introduced in [10] is the semiclassical limit of the
Schrödinger-Poission equations.

The paper is organized as follows. The numerical schemes to solve the Vlasov-
Poisson equations, Fokker-Planck equations, and the Schrödinger-Poisson equations
are introduced in Section 2. The moment method and its discretization by a kinetic
scheme for the multi-valued solution of the Euler-Poission equations is briefly reviewed
in Section 3. Four numerical examples are given in Section 4 to justify our conclusion.
In Section 5, we give some concluding remarks.

2 Numerical schemes for three types of equations

2.1 A particle method for the 1D Vlasov-Poisson and Fokker-

Planck equations

A particle method for the Vlasov-Poisson equations (1.1)-(1.3) was first introduced in
[4]. Here we use the slightly modified version in [14] which is summarized below.
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The particle trajectory equations are

{

dxj

dt
= vj

dvj

dt
= −Ẽ(xj , t)

j = 1, · · · , N, (2.1)

with the given initial condition (xj(0), vj(0)) = (x0
j , v

0
j ), where xj is the position of j-th

particle, vj is the velocity of j-th particle, N is the total number of particles.
In (2.1), the approximate electric field is

Ẽ(x, t) = CΣN∗

j=1Kδ(x, x
∗
j) − ΣN

j=1αjKδ(x, xj(t)), (2.2)

where the points x∗j = (j − 1)h with h = 1/N∗, j = 1, · · · , N∗, are uniformly spaced
in [0, 1]. The weights αj , j = 1, · · · , N, are determined by the initial data, and C =
ΣN

j=1αj/N
∗ is a constant chosen so that the constrain (1.4) is always satisfied. The

modified kernel Kδ is given by

Kδ(x, y) =











y, y − x ≤ −1
2
δ,

y − 1
2
− (y − x)/δ, −1

2
δ ≤ y − x ≤ 1

2
δ,

y − 1, 1
2
δ ≤ y − x.

(2.3)

We approximate the Fokker-Planck equation (1.7)-(1.9) by a random particle method
which combines a first-order splitting procedure with a random walk solution of the dif-
fusion equation contained in (1.7). In the time interval [t, t+∆t], where ∆t > 0 is some
constant, the phase space trajectories are solutions of the approximate particle trajec-
tory equations (2.1) and (2.2) with the initial condition given by

(x̃j(t), ṽj(t)) = (xj(t), vj(t) +Gj(0, 2η∆t)), (2.4)

where Gj(0, 2η∆t) is a Gaussian random variable with mean 0 and variance 2η∆t.

2.2 The Time-splitting spectral method for the Schrödinger-

Poisson equations

To solve the Schrödinger-Poisson system (1.10)-(1.11), we use the time-splitting spectral
method (SP1, [2]). Namely, the Schrödinger equation is solved in two steps. One solves

iǫψǫ
t +

ǫ2

2
ψǫ

xx = 0 (2.5)

for one time step, followed by solving

iǫψǫ
t − V ǫ(x)ψǫ = 0 (2.6)

again for one time step. Eq.(2.5) will be discretized in space by the spectral method
and integrated in time exactly. The ODE (2.6) will then be solved exactly. Note that
if one uses the Strang splitting method (SP2), i.e. solves (2.5) within half a time step,
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(2.6) within one time step, followed by (2.5) within half a time step, then the numerical
accuracy in time will be second order.

For Poisson equation ∂xxV
ǫ = 1 − ρǫ, we also use spectral method. Using the

fourier transform, we can get V̂ ǫ
k(t) = ( L

2πk
)2(1̂ − ρǫ)k(t), where L is the length of

computational domain. And we set V̂ ǫ
0(t) = 0 for every time step. Inverse fourier

transform follows after updating (1̂ − ρǫ)k(t) and V̂ ǫ
k(t).

3 The moment method for multivalued solutions

Consider the Schrödinger-Poisson equations (1.10) with the WKB initial data

ψǫ
0 = A0(x) exp(i

S0(x)

ǫ
). (3.1)

It was proved in [13, 11, 8, 17] that the weak limit of this initial value problem is the
Vlasov-Poisson equations (1.1)-(1.2) with the mono-kinetic initial data

f0(x, v) = |A0|2 δ(v −∇xS0). (3.2)

If one assumes the mono-kinetic ansatz f(x, v, t) = ρ(x, t)δ(v − u(x, t)) with ρ(x, 0) =
|A0|2 , u(x, 0) = ∇xS0, then one can close the Vlasov-Poisson equations (1.1)-(1.2) by
the Euler-Poisson system







∂
∂t
ρ+ ∂

∂x
(ρu) = 0,

∂
∂t

(ρu) + ∂
∂x

(ρu2) = −ρ∂xV,
∂xxV = 1 − ρ.

(3.3)

This is a weakly hyperbolic system. Even if ρ(x, 0) and u(x, 0) are smooth, singu-
larities (shocks, which corresponds to caustics in geometric optics) form in finite time.
Beyond the singularity time, multivalued solution should be introduced. In [9], a mo-
ment system was introduced for the Vlasov equation with initial data (3.2). This idea
was extended to the Vlasov-Poisson equations in [10].

3.1 The moment system for multi-valued solutions

In this section, we review the moment system, given in [9, 10], for multivalued solutions.
First define the moments of the Vlasov-Poisson equations (1.1)-(1.2):

ml =

∫

R

f(x, v, t)vl dv, l = 0, 1, · · · , 2K. (3.4)

Then taking moments of (1.1), one can get the moment equations in the physical space

∂
∂t
m0 + ∂

∂x
m1 = 0,

∂
∂t
m1 + ∂

∂x
m2 = −m0∂xV,

· · · · · ·
∂
∂t
m2K−1 + ∂

∂x
m2K = −(2K − 1)m2K−2∂xV,

∂xxV = 1 − ∑K
k=1 ρk .

(3.5)
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Suppose the total number of branches is K < ∞, then the solution of (1.1)-(1.2)
can be expressed as

f(x, v, t) = ΣK
k=1ρkδ(v − uk), (3.6)

where (ρk, uk) is the density and the velocity for the kth-branch. Then one can express
the moments in terms of (ρk, uk), k = 1, 2, · · · , K:

ml =

K
∑

k=1

ρku
l
k, l = 0, 1, · · · , 2K.

m0 is called the average density, and the average velocity is defined as

ū = m1/m0 (3.7)

With (3.6), (3.5) can be closed by expressing m2K as a function of m0, · · · , m2K−1

provided the mapping from {(ρk, uk), k = 1, · · · , K} to (m0, m1, · · · , m2K−1) is invert-
ible, thus closing the moment system (3.5).

For the examples we will present later, the value of K is at most 3. We first define
the phase indicating functions

θ1 = m0m2 −m2
1

θ2 = m4m
2
1 −m4m2m0 +m2

3m0 − 2m1m2m3 +m3
2

(3.8)

When K = 3, define

p1 = u1 + u2 + u3

= (m5m
2
1 −m5m2m0 +m4m3m0 −m4m1m2 +m3m

2
2 −m1m

2
3)/θ2

p2 = u1u2 + u1u3 + u2u3

= −(m5m3m0 −m5m2m1 +m4m
2
2 −m2

4m0 +m4m3m1 −m2m
2
3)/θ2

p3 = u1u2u3

= −(m5m3m1 −m5m
2
2 −m2

4m1 + 2m4m3m2 −m3
3 −m2

4m1)/θ2

Then m6 can be expressed as m6 = m5p1 −m4p2 +m3p3. So the first six equations of
(3.5) are closed.

When K = 2, define

p1 = u1 + u2 = (m3m0 −m1m2)/θ1

p2 = u1u2 = (m1m3 −m2
2)/θ1

Then m4 can be expressed as m4 = m3p1 −m2p2 and the first four equations of (3.5)
are closed.

When K = 1, the first two equations of (3.5) are reduced to the Euler-Poisson
system (3.3).

The number of phases at the point (x, t) can be identified using the phase indicating
functions via

Number of phases =







1, if θ1 = 0,
2, if θ1 > 0, θ2 = 0,
3, if θ2 < 0.

7



3.2 A kinetic scheme for the multi-phase moment system

The second order kinetic scheme is used for the multi-phase system (3.5) (see [9]).
Suppose the computational domain of x is [a, b]. Let the mesh size of x be ∆x with

∆x = (b− a)/M , and the time step be ∆t, then

xj := a + j∆x, tn := n∆t, j = 0, 1, · · · ,M, n = 0, 1, 2, · · · .
Multiplying (1.1) with vl and integrating it over (xj− 1

2

, xj+ 1

2

) ×Rv × (tn, tn+1), one
gets

(ml)
n+1
j − (ml)

n
j +

∆t

∆x
(f

(l+1)

j+ 1

2

− f
(l+1)

j− 1

2

) = −l · (m
n
l−1 +mn+1

l−1

2
En)j · ∆t

where

(ml)
n
j =

1

∆x

∫ x
j+ 1

2

x
j− 1

2

mn
l dx,

and

f
(l)

j+ 1

2

=
1

∆t

∫

R

∫ tn+1

tn

f(xj+ 1

2

− vt, v, t)vl dt dv.

We can use piecewise linear construction for (ρk, uk) to obtain a second order scheme,
{

ρ(x) = (ρ)j +Dρj(x− xj),
u(x) = ūj +Duj(x− xj),

for xj−1/2 < x < xj+1/2,

where ūj is chosen as

ūj = uj −
DρjDuj

12ρj

∆x2.

With f(x, v, t) =
∑K

k=1 ρkδ(v − uk), then

f
(l)

j+ 1

2

=

K
∑

k=1

1

∆t

∫ x
j+1

2

xL

j+ 1
2

ρk(x)uk(x)
l−1 dx− 1

∆t

∫ xR

j+1
2

x
j+1

2

ρk(x)uk(x)
l−1 dx,

where

xL
j+1/2 = xj+1/2 − ∆t

(ūj + ∆x
2
Duj)

+

1 + ∆tDuj
,

and

xR
j+1/2 = xj+1/2 + ∆t

(uR
j+1/2)

−

1 + ∆tDuj+1
.

In more explicit forms, we have

f
(l)

j+ 1

2

=

K
∑

k=1

l−1
∑

s=0

Cs
l−1(ūk)

s
j(Duk)

l−s−1
j

[ 1

(l − s)∆t
(ρk)j

(

(
1

2
∆x)l−s − (xL

j+ 1

2

− xj)
l−s

)

+
1

(l − s + 1)∆t
(Dρk)j

(

(
1

2
∆x)l−s+1 − (xL

j+ 1

2

− xj)
l−s+1

)

]

−
K

∑

k=1

l−1
∑

s=0

Cs
l−1(ūk)

s
j+1(Duk)

l−s−1
j+1

[ 1

(l − s)∆t
(ρk)j+1

(

(xR
j+ 1

2

− xj+1)
l−s − (−1

2
∆x)l−s

)

+
1

(l − s + 1)∆t
(Dρk)j+1

(

(xR
j+ 1

2

− xj+1)
l−s+1 − (−1

2
∆x)l−s+1

)

]
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where we choose the slope limiters in the following way ,

Dρj =
1

2

(

sgn(ρj+1 − ρj) + sgn(ρj − ρj−1)
)

× min

{ |ρj+1 − ρj |
∆x

,
|ρj − ρj−1|

∆x
,
2ρj

∆x

}

,

Duj =
1

2

(

sgn(uj+1 − uj) + sgn(uj − uj−1)
)

× min

{ |uj+1 − uj|
(1 − ∆xDρj/6ρj)∆x

,
|uj − uj−1|

(1 + ∆xDρj/6ρj)∆x
,

1

∆t

}

.

The Poisson equation in (3.5) will be solved by the second order finite difference
method.

Let V n
j , ρn

j,k, E
n
j be the approximation of V (xj , tn), ρk(xj , tn), E(xj , tn) respectively,

then the discretization of ∂xxV = 1 −
∑K

k=1 ρk is as follows :

V n
j+1 − 2V n

j + V n
j−1

∆x2 = 1 −
K

∑

k=1

ρn
j,k and En

j =
V n

j+1 − V n
j−1

2∆x
.

4 Numerical examples

Example 4.1. Solve the Schrödinger-Poisson equations (1.10) with the initial condition
(3.1) using the SP2 method where A0(x) is the square root of a δ-function approximated
by the cosine kernel (for a recent work on numerical discretization of the delta-function,
see [5]):

ψǫ
0 =

√

δc
b(x) exp(

iC

ǫ
), where δc

b(x) =

{

1
2b

(1 + cos |π(x−0.5)|
b

),
∣

∣

x−0.5
b

∣

∣ ≤ 1,
0, otherwise,

(4.1)

in which C is a constant, and b = O(
√
ǫ). In numerical implementation, we take

∆x = b2 = O(ǫ), which satisfies the mesh size restriction of SP1 (SP2) methods ([2]).
We solve the Vlasov-Poisson equations (1.1)-(1.2) and the Fokker-Planck equations

(1.7)-(1.8) by the particle methods with the measure initial condition f0(x, v) = δ(x−
0.5)δ(v).

The Wigner measure of ψǫ
0 as ǫ → 0 is f0(x, v) = δ(x − 0.5)δ(v) which allows two

weak solutions given by the zero smoothing limit of the time reversible particle methods
and the zero diffusion limit of the Fokker-Planck equations respectively ([14]). Since
ψǫ

0 is uniformly bounded in L2(R) (the upper bound is 1), Theorem 1.3 implies that
the weak limit of a subsequence of W ǫ(t, x, ξ), the Wigner transform of the solution of
the Schrödinger-Poisson equations with initial condition ψǫ

0, should converge to a weak
solution of the Vlasov-Poisson equations.

In Figure 1, one can see that the semiclassical limit solution agrees with the weak
solution given by Fokker-Planck zero diffusion limit, while the particle method gives a
different weak solution. Table 1 shows that the convergence rate of the Schrödinger-
Poisson solution to the zero diffusion Fokker-Planck equations is of order 1.11 in ǫ in
L1 norm and order 0.69 in L∞ norm.
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Moreover, if we choose another regularization of the δ-function, for instance, the
linear kernel approximation below,

ψǫ
0 =

√

δl
b(x) exp(

iC

ǫ
), where δl

b(x) =

{

1
b
(1 −

∣

∣

x−0.5
b

∣

∣),
∣

∣

x−0.5
b

∣

∣ ≤ 1,
0, otherwise,

(4.2)

one can see that from Figure 2, there is no palpable difference between the numerical
solutions computed by the cosine kernel approximation and the linear kernel approxi-
mation, which gives some evidence that the selection mechanism provided by the semi-
classical limit of the Schrödinger-Poisson equations are insensitive to the regularization
of the measure-valued initial data.
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Figure 1: Example 4.1, comparison of the numerical solutions of the electric field E by
the Vlasov-Poisson equations and the Fokker-Planck equations, both using the particle
method, and the Schrödinger-Poisson equations. Particle number N = N∗ = 8192,
kernel mollifier parameter δ = 0.001, ∆t = 0.002. The viscosity coeffcient for the
Fokker-Planck equations is η = 0.001. In the Schrödinger-Poisson equations, we use
the re-scaled Planck constant ǫ = 5× 10−5, the constant C = 1, ∆x = 1

8192
, ∆t = 0.005

and δc
b given in (4.1). In the figures, “particle” solution refers to the solution of the

Vlasov-Poisson equation by the particle method.

ǫ 1 × 10−3 5 × 10−4 2.5 × 10−4

‖Eǫ − ED‖∞ 2.43 × 10−1 1.63 × 10−1 9.30 × 10−2

‖Eǫ − ED‖L1 1.17 × 10−1 5.96 × 10−2 2.52 × 10−2

Table 1: Example 4.1, at t = 1, the L∞ and L1 errors between the electric field Eǫ of the
Schrödinger-Poisson equations and the electric field ED of the zero diffusion limit of the
Fokker-Planck equations. ED is approximated by solving the Fokker-Planck equation
with the parameters η = 0.0002, N = N∗ = 16384 and ∆t = 0.001. Eǫ is solved by
SP2 using ∆x = 1

16384
, ∆t = 0.005 and δc

b given in (4.1).
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Figure 2: Example 4.1, comparison of the numerical solutions of the electric field E
of the Schrödinger-Poisson equations with the cosine kernel approximation δc

b in (4.1)
and with the linear kernel approximation δl

b in (4.2). The re-scaled Planck constant is
ǫ = 5 × 10−5, the constant C = 1, ∆x = 1

8192
and ∆t = 0.005.

Example 4.2. In this example, we carry out numerical simulations on the three and
four particles fission processes. We still use the cosine kernel (4.1) to approximate the
delta function. These problems are are similar to the examples used in [14] to show
numerical instabilities of the particle method.

• Three particles fission process:

– The initial condition for the Schrödinger-Poisson equations:

ψǫ
0 =

√

1

4
δc
b(x− 0.25) +

1

2
δc
b(x− 0.5) +

1

4
δc
b(x− 0.75) exp(

iC

ǫ
), (4.3)

– the initial condition for the Vlasov-Poisson equations and the Fokker-Planck
equations:

f0(x, v) =
1

4
δ(x− 0.25)δ(v) +

1

2
δ(x− 0.5)δ(v) +

1

4
δ(x− 0.75)δ(v). (4.4)

• Four particles fission process:

– The initial condition for the Schrödinger-Poisson equations:

ψǫ
0 =

√

√

√

√

1

4

4
∑

j=1

δc
b(x− 0.2j) exp(

iC

ǫ
), (4.5)

– the initial condition for the Vlasov-Poisson equations and the Fokker-Planck
equations:

f0(x, v) =
1

4

4
∑

j=1

δ(x− 0.2j)δ(v). (4.6)
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Numerical results are given in Figures 3 and 4, which show that the semiclassical limit
solutions agree with the weak solutions given by Fokker-Planck zero diffusion limit.
Moreover, with a more refined resolution of the delta-function initial data, we did not
observe the numerical instability of the particle method pointed out in [14].
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Figure 3: Example 4.2, three particles fission process. Comparison of the numerical
solutions of the electric field E by the Vlasov-Poisson equations and the Fokker-Planck
equations, both using the particle method, and the Schrödinger-Poisson equations. The
parameters and mesh grids are the same as Figure 1 in Example 4.1. In the figures,
“particle” solution refers to the solution of the Vlasov-Poisson equation by the particle
method.

Example 4.3. In this example, we study the elastic collision case of three particles.
We take the initial condition of the Schrödinger-Poisson equations as:

ψǫ
0 =

√

1

4
δc
b(x− 0.25) +

1

2
δc
b(x− 0.5) +

1

4
δc
b(x− 0.75) exp

(

−cos(2πx)

2πǫ

)

, (4.7)

in which δc
b is defined in (4.1). Then the corresponded initial condition of the Vlasov-

Poisson equations and the Fokker-Planck equations is given by:

f0(x, v) =

(

1

4
δ(x− 0.25) +

1

2
δ(x− 0.5) +

1

4
δ(x− 0.75)

)

δ(v − sin(2πx)). (4.8)

Physically, it describes a process where two particles with momentum 1/4 at x = 0.25
and x = 0.75 move toward the still one at x = 0.5, and after an elastic collision,
they exchange momentum and begin to move in the opposite directions. In order to
minimize the effect of numerical error in discretizing the delta functions of the particles
collision process, we use ∆x = 1

32768
, ∆t = 2 × 10−4 and the re-scaled Planck constant

ǫ = 2 × 10−5 in the computation of the Schrödinger-Poisson equations. The numerical
results of the electric field is given in Figure 5, in which convergence of the solution of
the Schrödinger-Poisson toward that of the Vlasov-Poission is shown before and after
the collision.
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Figure 4: Example 4.2, four particles fission process. Comparison of the numerical
solutions of the electric field E by the Vlasov-Poisson equations and the Fokker-Planck
equations, both using the particle method, and the Schrödinger-Poisson equations. The
parameters and mesh grids are the same as Figure 1 in Example 4.1. In the figures,
“particle” solution refers to the solution of the Vlasov-Poisson equation by the particle
method.
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Figure 5: Example 4.3, comparison of the numerical solutions of the electric field E by
the Vlasov-Poisson equations and the Fokker-Planck equations, both using the particle
method, and the Schrödinger-Poisson equations in the three particles elastic collision
process. Left: t = 0.2 before the first collision; right: t = 1.0 after the collision. Particle
number N = N∗ = 8192, kernel mollifier parameter δ = 0.001, ∆t = 0.002. The
viscosity coefficient for the Fokker-Planck equations is η = 0.001. In the Schrödinger-
Poisson equations, we use the re-scaled Planck constant ǫ = 2 × 10−5. In the figures,
“particle” solution refers to the solution of the Vlasov-Poisson equation by the particle
method.
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Figure 5: (Continued) Example 4.3, left: t = 0.5 before the second collision; right:
t = 1.0 after the second collision. Note that the two particles collide at x = 0 and x = 1
for the second time due to the periodic boundary condition.

Example 4.4. Solve the Vlasov-Poisson equations (1.1)-(1.2), the Fokker-Planck equa-
tions (1.7)-(1.8), the Schrödinger-Poisson equations (1.10), and the moment equations
(3.5) respectively with initial condition ρ0(x) = 1, u0(x) = sin(2πx), f0 = δ(v − u0(x))

and ψǫ
0(x) = exp

(

−cos(2πx)

2πǫ

)

.

According to [14], the exact solution of the Vlasov-Poisson equations is given by

x(a, t) = a+ sin(2πa) sin(t), u(x(a, t), t) = sin(2πa) cos(t), (4.9)

ρ(x(a, t)) =

(

dx(a, t)

da

)−1

, (4.10)

E(x(a, t), t) = sin(2πa) sin(t) − 1 + a + meas(S+(x(a, t))) (4.11)

where a ∈ [0, 1] is a parameter, meas(A) means the Lebesgue measure of the set A,
and S+(x(a, t)) = {a′ : x(a, t) ≤ x(a′, t) ≤ 1}. Note that before the singularity,
S+(x(a, t)) = {a′ : a ≤ a′ ≤ 1}, and the singularity time is given by

tc = inf{t :
dx(a, t)

da
= 0, 0 ≤ a ≤ 1, t ≥ 0}

After a simple calculation, one can get tc = 0.1598 in this example.
Figure 6 shows that both the zero smoothing limit of the time reversible particle

method and the diffusion limit of the Fokker-Planck equation converge to the same weak
solution, the one given by the semi-classical limit of the Schrödinger-Poisson equations.
We point out that the solution E of the Schrödinger-Poisson equations is oscillatory,
which cannot be seen in the figure but a zoom-in figure shows it which is omitted here.
Table 2 shows the convergence rate of the Schrödinger-Poisson is of order 0.82 in ǫ in
L1 norm and order 0.25 in L∞ norm. The convergence rate in the L∞ norm is lower
because of the singularities (caustics). Since the semiclassical limit is a weak limit, one
cannot expect the same strong convergence in the more oscillatory quantities ρ and u.
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We get the multi-valued solution for Eq.(1.1)-(1.2) by solving (3.5) with the second
order kinetic scheme. The mesh size and time steps are ∆x = 1/400, ∆t = ∆x/5.
The thresholds ǫ1 and ǫ2 for the indicator functions θ1 and θ2 in (3.8) are ǫ1 = 10−4,
ǫ2 = −10−7. Note that for the moment system (3.5), the numerical solution ρ2 often
displays spurious peaks ([9]), whereas the multivalued velocities u1, u2, and u3 can
usually be well produced. This is because the computation of the multivalued densities
involves inverting a matrix of the Vandermonde type, which is ill conditioned near the
phase boundaries (i.e. where u3 or u1 get close to u2). Therefore, to compute ρ2, the
strategy proposed by Gosse, Jin and Li (formula (26) in [6]) is used. The numerical
results are shown in Fig. 7.

In this example, all methods produce the same weak solutions. In particular, it
shows that the moment system gives the weak solution described by the semi-classical
limit of the Schrödinger-Poisson equations beyond the caustics.
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Figure 6: Example 4.4, comparison of the numerical solutions of the electric field E by
the Vlasov-Poisson equations and the Fokker-Planck equations, both using the particle
method, and by the Schrödinger-Poisson equations. Particle number N = N∗ = 8192,
kernel mollifier parameter δ = 0.001, ∆t = 0.002. The viscosity for the Fokker-Plank
equation is η = 0.001. In the Schrödinger-Poisson, the re-scaled Planck constant is
ǫ = 5 × 10−5, the constant C = 1, ∆x = 1

8192
and ∆t = 0.005.

ǫ 1 × 10−3 5 × 10−4 2.5 × 10−4

‖Eǫ − ED‖∞ 1.77 × 10−2 1.43 × 10−2 1.25 × 10−2

‖Eǫ − ED‖L1 1.64 × 10−3 9.24 × 10−4 5.27 × 10−4

Table 2: Example 4.4, at t = 0.5, the L∞ and L1 errors between the electric field
Eǫ of the Schrödinger-Poisson equations and the electric field ED of the zero diffusion
limit of the Fokker-Planck equations. ED is approximated by solving the Fokker-Planck
equation with the parameters η = 0.0002, N = N∗ = 16384 and ∆t = 0.001. Eǫ is
solved by SP2 using ∆x = 1

16384
and ∆t = 0.005.
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Figure 7: Example 4.4, ∆x = 1/400, ∆t = ∆x/5, ǫ1 = 10−4, ǫ2 = −10−7 by using
a second order kinetic scheme for the moment system (3.5) with K = 3. The figure
shows, from top to bottom, the comparison of the density, velocity and the electric field
between the moment method and the exact solution (solid line). Left: at t = 0.1 before
the caustic occurs; right: at the critical time t = tc = 0.16.
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Figure 7: (Continued) Example 4.4, left: at t = 0.3 after the caustic occurs; right: at
t = 0.5.
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5 Conclusion

Through several numerical examples, we show that the semiclassical limit of the Schrödinger-
Poisson equations provides a selection principle for the weak solution of the Vlasov-
Poisson equations, which agrees with the diffusion limit of the Fokker-Planck equation.
This limit is not sensitive for the discretization of the measure-valued initial data. Fur-
thermore, we show that the semiclassical limit of the Schrödinger-Poission equations
gives the weak solution to the Euler-Poission equations governed by a moment system
introduced in [9, 10].

In the future we will study these problems in higher space dimensions.
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