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Abstract

We describe how to find the general solution of the matrix equation AX + X⋆B = 0,
where A ∈ Cm×n and B ∈ Cn×m are arbitrary matrices, X ∈ Cn×m is the unknown, and X⋆

denotes either the transpose or the conjugate transpose of X. We first show that the solution
can be obtained in terms of the Kronecker canonical form of the matrix pencil A+ λB⋆ and
the two nonsingular matrices which transform this pencil into its Kronecker canonical form.
We also give a complete description of the solution provided that these two matrices and
the Kronecker canonical form of A + λB⋆ are known. As a consequence, we determine the
dimension of the solution space of the equation in terms of the sizes of the blocks appearing in
the Kronecker canonical form of A+λB⋆. The general solution of the homogeneous equation
AX+X⋆B = 0 is essential to finding the general solution of AX+X⋆B = C, which is related
to palindromic eigenvalue problems that have attracted considerable attention recently.

Keywords: Kronecker canonical form, matrix equations, matrix pencils, palindromic eigen-
value problems, Sylvester equation for ⋆congruence

AMS subject classification: 15A21, 15A24, 65F15

1 Introduction

Given two arbitrary complex matrices A ∈ Cm×n and B ∈ Cn×m, we are concerned with the
general solution of the matrix equation

AX +X⋆B = 0 , (1)

where X ∈ Cn×m is the unknown and X⋆ denotes either the transpose or the conjugate
transpose of X. Equation (1) is the homogeneous version of the Sylvester equation for
⋆congruence, AX+X⋆B = C, that has recently attracted the attention of several researchers
due to its relationship with palindromic eigenvalue problems (G+λG⋆) v = 0 [16, 3, 9, 14], and
whose solution is related to block-antidiagonalization of block anti-triangular matrices via
⋆congruence. Several results are already available for the equation AX+X⋆B = C: necessary
and sufficient conditions for solvability have been given in [20] in the spirit of Roth’s criterion
(see also [9]), necessary and sufficient conditions for the existence of a unique solution for
every right-hand side have been established in [3, 14], and, in this case, an efficient algorithm
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to numerically compute this unique solution has been presented in [9]. However, to the best
of our knowledge, the general solution of AX + X⋆B = C has not yet been studied; this
problem will be solved if a particular solution can be determined and the general solution
of AX +X⋆B = 0 is found. The purpose of this work is to find the general solution to this
last equation.

Equation (1) looks similar to the homogeneous Sylvester equation

AX −XB = 0 , (2)

where A and B are square matrices, in general of different sizes. Equation (2) is related to
block-diagonalization of block-triangular matrices via similarity and its study is a classical
subject in matrix analysis that is considered in many standard references. In particular,
its general solution has been known for more than 50 years [11, Ch. VIII], [12, Ch. 4].
However, the classical techniques used in [11, Ch. VIII] to solve the homogeneous Sylvester
equation (2) are no longer applicable to equation (1). The (conjugate) transposition of
the unknown matrix in the second summand considerably complicates the analysis, and a
different approach is required.

In order to highlight the differences between equations (2) and (1), let us discuss the
strategies for solving both equations. The dimension of the solution space of (2) is invariant
under independent similarities of the coefficient matrices A and B, and there is a bijection
between the solutions of (2) and the solutions of ÃX − XB̃ = 0, where Ã = SAS−1 and

B̃ = TBT−1 are any pair of matrices similar to A and B. As a consequence, the dimension
of the solution space of (2) depends only on the Jordan canonical forms (JCF) of A and B
(denoted by JA = JA

1 ⊕ · · · ⊕ JA
p and JB = JB

1 ⊕ · · · ⊕ JB
q , respectively, where ⊕ denotes

the direct sum of matrices, that is, the block-diagonal matrix whose diagonal blocks are
the summands). Moreover, the solution can be recovered from the solution of the equation
JAX −XJB = 0. If X is partitioned into blocks, X = [Xij ], according to the blocks in JA
and JB , then the equation JAX −XJB = 0 is decoupled into smaller independent equations
JA
i Xij−XijJ

B
j = 0 for each blockXij , 1 ≤ i ≤ p and 1 ≤ j ≤ q. Thus, the problem of solving

(2) reduces to solving it when the coefficients are single Jordan blocks. The key advantage
of this approach is that the general solution of JA

i Xij −XijJ
B
j = 0 can be determined very

easily [11, Ch. VIII].
By contrast, a similarity transformation is not useful for solving equation (1), as the

dimension of the solution space of (1) is not necessarily preserved if we replace A and B
with similar matrices. However, we will see that the dimension of the solution space of (1)
is invariant under strict equivalence of the pencil A+ λB⋆, and there is a bijection between
the solutions of (1) and the solutions of ÃX +X⋆B̃ = 0, where Ã + λB̃⋆ = P (A + λB⋆)Q
is any pencil strictly equivalent to A+ λB⋆. As a consequence, we can recover the solutions
of the original equation (1) from the solutions of ÃX + X⋆B̃ = 0. Then, it is natural to

look for Ã and B̃ such that Ã+λB̃⋆ is a “canonical representative” under strict equivalence
of A + λB⋆ and ÃX +X⋆B̃ = 0 is easier to solve than the original equation. The natural
choice for Ã+ λB̃⋆ is the Kronecker canonical form (KCF) of A+ λB⋆ [11, Ch. XII], which
is a block diagonal form like the JCF, and is denoted by

E + λF ⋆ = (E1 ⊕ · · · ⊕ Ed) + λ(F ⋆
1 ⊕ · · · ⊕ F ⋆

d ).

Therefore, we may focus on the solution of (1) with the pencil A+ λB⋆ given in KCF, that
is, we focus on EX +X⋆F = 0 and consider X = [Xij ] partitioned into blocks according to
the blocks in E and F . But at this point we find two relevant differences with the Sylvester
equation that make the analysis much more complicated. First, the KCF involves four
different types of blocks, instead of only one type as in the JCF, and second, the presence
of the (conjugate) transpose in equation (1) implies that EX +X⋆F = 0 does not decouple
into independent equations for each block Xij . More precisely, one gets decoupled equations
EiXii +X⋆

ii Fi = 0 for the diagonal blocks, 1 ≤ i ≤ d, while for the off-diagonal blocks one
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gets the following 2× 2 systems of matrix equations for 1 ≤ i < j ≤ d:

EiXij +X⋆
ji Fj = 0,

EjXji +X⋆
ij Fi = 0.

This leads to 14 different types of matrix equations or systems of matrix equations, and the
main task of this paper is to solve all of them. As a consequence of the solution of these
equations/systems, we obtain a formula for the dimension of the solution space of (1) in
terms of the sizes of the blocks in the KCF of A + λB⋆. In this context, it is important to
notice that (1) is linear over C when ⋆ = T , but this is not the case when ⋆ = ∗. Nonetheless,
when ⋆ = ∗, equation (1) is linear over R. As a consequence, we will consider the solution
space of (1), with ⋆ = T , as a linear space over C, whereas the solution space for ⋆ = ∗ will
be considered as a linear space over R. Therefore, we deal with dimensions over two different
fields (C and R). To avoid confusion, we will refer to the dimension of a vector space over C
simply as its dimension and to the dimension over R as its real dimension.

It is important to remark that the general solution of equation (1) has been determined
previously in the particular but important case A = B, which is related to orbits of matrices
and palindromic pencils under ⋆congruence. See reference [7] for ⋆ = T and [8] for ⋆ = ∗.
However, the approach followed in [7, 8] is different than the one presented here; the trans-
formation used in [7, 8] to reduce the original equation to a simpler form is ⋆congruence,
more precisely, the reduction of A to its canonical form for ⋆congruence (CF⋆C) [13]. This
approach is very natural, since ⋆congruence preserves the structure of ⋆palindromic pen-
cils A+ λA⋆ and ⋆congruence is the transformation used in structure-preserving numerical
algorithms for computing eigenvalues of this type of pencil.

Unfortunately, for the general equation (1), ⋆congruence fails to preserve the dimension
of the solution space, as similarity does. This fact establishes another striking difference
between equations (1) and the Sylvester equation (2), namely, equation (2) is solved using
the JCF both in the general case and in the particular case A = B [11, Ch. VIII], while
the CF⋆C is only useful to solve (1) when A = B. As we have discussed above, the general
solution of (1) can be obtained via the KCF of A+λB⋆, which means that in the case A = B
the solution of (1) can be obtained in terms of the KCF of A + λA⋆. We will see that the
KCF of the ⋆palindromic pencil A+λA⋆ is in one-to-one correspondence with the CF⋆C of A
(see [6] for the case ⋆ = T and Theorem 7 in this paper for the case ⋆ = ∗). This one-to-one
correspondence allows us to recover the general solution of AX +X⋆A = 0 in [7, 8] from the
solution provided in the present paper for the general case of (1), as well as the dimension
of the solution space.

Equation (1) does not seem to have a history as long as the Sylvester equation (2), and
has not attracted the same attention either. In this paragraph we briefly discuss the most
relevant references that we know for equations related to (1). Matrix equations involving
both the unknown and its transpose (or its conjugate transpose) can be traced back to the
1960’s [18, 1]. More recently, the non-homogenous equation

AX +X⋆B = C (3)

has attracted the attention of several researchers. The particular case B = ±A⋆ of (3) was
solved in [15], later in [2] for ⋆ = T , and recently in [10] for linear bounded operators and A
of closed range (here (·)⋆ stands for the adjoint operator). The general case of (3), for ⋆ = ∗,
was addressed in [20], where the author obtains necessary and sufficient conditions for the
solvability of (3) over C. This result has recently been extended in [9] to arbitrary fields with
characteristic not two, for both (·)∗ and (·)T . In [9], an efficient algorithm for the numerical
solution of (3) is also presented in the case where this solution is unique. Equation (3), with
⋆ = T , has appeared also in [3] in connection with structured condition numbers of deflating
subspaces of regular palindromic matrix pencils G+λGT , and the same equation, with ⋆ = ∗,
arises in [14] in the context of structure-preserving QR-type algorithms for computing the
eigenvalues of regular palindromic pencils.
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An additional consequence of the results in this paper is that they allow us to characterize
when the operator X 7→ AX+X⋆B is invertible. This question was already solved in [3, 14],
but we provide another proof here, which is an immediate consequence of the dimension
count for the solution space of (1). We stress that this operator is linear over C if ⋆ = T and
linear over R if ⋆ = ∗.

The paper is organized as follows. In Section 2 we recall the notion of strict equivalence
of pencils and we show its close relationship with the solution of (1). We also recall the
KCF of matrix pencils, which is the canonical form under strict equivalence. In Section 3 we
outline the procedure to solve (1) by taking advantage of the KCF of the pencil A+λB⋆, and
we display the main results of this paper, namely, the dimension of the solution space of (1)
in terms of the sizes of the blocks appearing in the KCF of A+ λB⋆ (Theorem 3 for ⋆ = T
and Theorem 4 for ⋆ = ∗). In Section 4 we prove Theorem 3 by solving the 14 equations or
systems of equations that we have mentioned above for the case ⋆ = T . In particular, Section
4.1 is devoted to solving the equations for the individual blocks and Section 4.2 is devoted to
solving the 2×2 systems of equations involving pairs of blocks. We remark that the solutions
of these equations and systems of equations allow us to recover the solution of the original
equation (1) provided that the change matrices leading A + λBT to its KCF are known.
Section 5 is the counterpart of Section 4 for ⋆ = ∗. In Section 6 we derive some previously
known results from our main theorems stated in Section 3. More precisely, we obtain the
dimension of the solution space of (1) in the particular cases A = B and A = ±B⋆, and we
obtain necessary and sufficient conditions for the operator X 7→ AX +X⋆B to be invertible.
Finally, in Section 7 we summarize the main contributions of this paper and present some
lines of future research.

2 Strict equivalence of matrix pencils. The Kronecker
canonical form

Throughout this paper we will use Ik and 0m×n to denote the k× k identity matrix and the
m × n matrix of all zeros, respectively. Also, we denote the inverse of the transpose or the
conjugate transpose by (·)−⋆.

Definition 1 Two matrix pencils, A + λB⋆ and Ã + λB̃⋆, are strictly equivalent if there
exist two non-singular (constant) matrices P and Q such that Ã+ λB̃ = P (A+ λB)Q.

The strict equivalence transformation plays a crucial role in our approach to solve (1).
The key to our procedure is the following result.

Theorem 1 Let A+λB⋆ and Ã+λB̃⋆ be strictly equivalent matrix pencils, with Ã+λB̃⋆ =
P (A + λB⋆)Q. Then Y is a solution of ÃY + Y ⋆B̃ = 0 if and only if X = QY P−⋆ is a
solution of AX + X⋆B = 0. As a consequence, the solution spaces of both equations are
isomorphic via Y 7→ QY P−⋆ = X.

Proof. Given the conditions of the statement, we have Ã = PAQ and B̃⋆ = PB⋆Q, and by
applying the ⋆ operator we obtain B̃ = Q⋆BP ⋆. Then

ÃY + Y ⋆B̃ = PAQY + Y ⋆Q⋆BP ⋆ = P (AQY P−⋆ + P−1Y ⋆Q⋆B)P ⋆

= P (AX +X⋆B)P ⋆.

Hence, AX+X⋆B = 0 if and only if ÃY +Y ⋆B̃ = 0. The map Y 7→ QY P−⋆ is clearly linear
and invertible, so it is an isomorphism. �

Since we want to solve (1) for arbitrary A,B⋆ ∈ Cm×n, in order to take advantage of
Theorem 1 we must look for a canonical representative under strict equivalence of the matrix
pencil A+λB⋆ and solve the equation associated with this representative (i.e. the one whose
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coefficients are those corresponding to this canonical representative). The canonical form for
strict equivalence of matrix pencils is the Kronecker canonical form [11, Ch. XII].

Theorem 2 (Kronecker canonical form) Each complex matrix pencil A+ λB, with
A,B ∈ Cm×n, is strictly equivalent to a direct sum of blocks of the following types:

(1) Right singular blocks:

Lε =


λ 1

λ 1
. . .

. . .

λ 1


ε×(ε+1)

.

(2) Left singular blocks: LT
η , where Lη is a right singular block.

(3) Finite blocks: Jk(µ) + λIk, where Jk(µ) is a Jordan block of size k × k associated
with µ ∈ C,

Jk(µ) =


µ 1

µ 1
. . .

. . .

µ 1
µ


k×k

.

(4) Infinite blocks: Nu = Iu + λJu(0).

This pencil is uniquely determined, up to permutation of blocks, and is known as the Kro-
necker canonical form (KCF) of A+ λB.

We will denote the coefficient matrices of the right singular blocks by Aε and Bε, that
is, Lε = Aε + λBε where

Aε :=


0 1

0 1
. . .

. . .

0 1


ε×(ε+1)

and Bε :=


1 0

1 0
. . .

. . .

1 0


ε×(ε+1)

.

We will say that −µ ∈ C is an eigenvalue of A+ λB if there is some block Jk(µ) + λIk,
with k > 0, in the KCF of A + λB. The right (resp. left) minimal indices of A + λB are
those values ε (resp. η) such that Lε (resp. LT

η ) is a right (resp. left) singular block in the
KCF of A+ λB.

3 Main results

Let the matrix pencil E + λF ⋆ be given in block-diagonal form. Then E and F ⋆ are of the
form:

E =

 E1

. . .

Ed

 , F ⋆ =

 F ⋆
1

. . .

F ⋆
d

 , (4)

with Ei, F
⋆
i ∈ Cmi×ni . In order to solve equation (1), let us partition X into blocks confor-

mally with the partition of E and F ⋆, that is, set X = [Xij ]
d
i,j=1 with Xij ∈ Cni×mj . Thus,

(1) becomes: E1

. . .

Ed


 X11 · · · X1d

...
. . .

...
Xd1 · · · Xdd

+

 X⋆
11 · · · X⋆

d1
...

. . .
...

X⋆
1d · · · X⋆

dd


 F1

. . .

Fd

 = 0. (5)
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The original equation (1) can be decoupled into smaller equations after equating by blocks
in (5). In this way, we obtain two different kinds of equations. On one hand, equating the
(i, i) block in (5) we get a matrix equation of the form (1) but involving only the Xii block
of the unknown with the diagonal blocks Ei and Fi as coefficients:

EiXii +X⋆
iiFi = 0, i = 1, . . . , d . (6)

On the other hand, if we equate both the (i, j) and the (j, i) blocks in (5) for i ̸= j, then we
get a system of two linear matrix equations involving the unknown blocks Xij and Xji, and
with the diagonal blocks Ei, Fi, Ej , Fj as coefficients:

EiXij +X⋆
jiFj = 0

EjXji +X⋆
ijFi = 0

, 1 ≤ i < j ≤ d . (7)

The solution X of the original equation (1) with coefficients E and F is obtained from the
solution of the equations (6) for each single block Ei + λF ⋆

i , and the solution of the systems
(7) for all pairs of blocks Ei + λF ⋆

i and Ej + λF ⋆
j , with i < j. In particular, the dimension

of the solution space of (1) is equal to the sum of the dimensions of the solution spaces of all
these equations and systems of two equations.

When particularizing to the KCF of A+ λB⋆,

K1 + λK⋆
2 = P (A+ λB⋆)Q, (8)

the problem of solving (1) with K1 and K2 as coefficient matrices reduces to solving (6) for
all single blocks in the KCF and (7) for all pairs of canonical blocks.

Summarizing the previous arguments, together with those of Section 2, the solution of
(1) can be obtained from the KCF of A + λB⋆ and the nonsingular matrices P,Q in (8) in
the following way:

Step 1. Solve (6) and (7) for all blocks Ei + λF ⋆
i , Ej + λF ⋆

j in the KCF of A + λB⋆

with i < j. This gives Xii, Xij , and Xji for i, j = 1, . . . , d and i < j.

Step 2. Set X = [Xij ], where Xij are the solutions obtained in Step 1.

Step 3. Recover the solution of (1) through the linear transformation X 7→ QXP−⋆,
where X is the matrix in Step 2 and P,Q are as in (8).

Following this procedure, the dimension of the solution space of equation (1) depends
on the sizes of the blocks in the KCF of A + λB⋆ as stated in the following two theorems,
where the cases ⋆ = T and ⋆ = ∗ are addressed separately. For any q ∈ R, we will use the
standard notation ⌊q⌋ (respectively, ⌈q⌉) for the largest (resp. smallest) integer that is less
(resp. greater) than or equal to q.

Theorem 3 (Breakdown of the dimension count for AX +XTB = 0) Let A ∈ Cm×n

and B ∈ Cn×m be two complex matrices, and let the KCF of the pencil A+ λBT be

K1 + λKT
2 = Lε1 ⊕ Lε2 ⊕ · · · ⊕ Lεp

⊕ LT
η1

⊕ LT
η2

⊕ · · · ⊕ LT
ηq

⊕Nu1 ⊕Nu2 ⊕ · · · ⊕Nur

⊕ Jk1(µ1) + λIk1 ⊕ Jk2(µ2) + λIk2 ⊕ · · · ⊕ Jks(µs) + λIks .

Then the dimension of the solution space of the matrix equation

AX +XTB = 0

depends only on K1 + λKT
2 . It can be computed as the sum

dTotal = dright+dfin+dright,right+dfin,fin+dright,left+dright,∞+dright,fin+d∞,fin, (9)

whose summands are given by:
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1. The dimension due to equation (6) corresponding to the right singular blocks:

dright =

p∑
i=1

εi.

2. The dimension due to equation (6) corresponding to the finite blocks:

dfin =
∑
i

⌊ki/2⌋+
∑
j

⌈kj/2⌉,

where the first sum is taken over all blocks in K1+λKT
2 of the form Jki(1)+

λIki and the second sum over all blocks of the form Jkj (−1) + λIkj .

3. The dimension due to the systems of equations (7) involving a pair of right
singular blocks:

dright,right =

p∑
i,j=1
i<j

εi + εj .

4. The dimension due to the systems of equations (7) involving a pair of finite
blocks:

dfin,fin =
∑
i,j

min{ki, kj},

where the sum is taken over all pairs Jki(µi) + λIki , Jkj (µj) + λIkj of blocks
in K1 + λKT

2 such that i < j and µiµj = 1.

5. The dimension due to the systems of equations (7) involving a right singular
block and a left singular block:

dright,left =
∑
i,j

(ηj − εi + 1) ,

where the sum is taken over all pairs Lεi , L
T
ηj

of blocks in K1 + λKT
2 such

that εi ≤ ηj.

6. The dimension due to the systems of equations (7) involving a right singular
block and an infinite block:

dright,∞ = p
r∑

i=1

ui.

7. The dimension due to the systems of equations (7) involving a right singular
block and a finite block:

dright,fin = p
s∑

i=1

ki.

8. The dimension due to the systems of equations (7) involving an infinite block
and a finite block:

d∞,fin =
∑
i,j

min{ui, kj} ,

where the sum is taken over all pairs Nui , Jkj (µj)+λIkj of blocks in K1+λKT
2

with µj = 0.
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Theorem 4 (Breakdown of the dimension count for AX +X∗B = 0) Let A ∈ Cm×n

and B ∈ Cn×m be two complex matrices, and let the KCF of the pencil A+ λB∗ be

K1 + λK∗
2 = Lε1 ⊕ Lε2 ⊕ · · · ⊕ Lεp

⊕ LT
η1

⊕ LT
η2

⊕ · · · ⊕ LT
ηq

⊕Nu1 ⊕Nu2 ⊕ · · · ⊕Nur

⊕ Jk1(µ1) + λIk1 ⊕ Jk2(µ2) + λIk2 ⊕ · · · ⊕ Jks(µs) + λIks .

Then the real dimension of the solution space of the matrix equation

AX +X∗B = 0

depends only on K1 + λK∗
2 . It can be computed as the sum

d∗Total = d∗right+d∗fin+d∗right,right+d∗fin,fin+d∗right,left+d∗right,∞+d∗right,fin+d∗∞,fin, (10)

whose summands are given by:

1. The real dimension due to equation (6) corresponding to the right singular
blocks:

d∗right = 2

p∑
i=1

εi.

2. The real dimension due to equation (6) corresponding to the finite blocks:

d∗fin =
∑
i

ki,

where the sum is taken over all blocks in K1+λK∗
2 of the form Jki(µ)+λIki

with |µ| = 1.

3. The real dimension due to the systems of equations (7) involving a pair of
right singular blocks:

d∗right,right = 2

p∑
i,j=1
i<j

(εi + εj).

4. The real dimension due to the systems of equations (7) involving a pair of
finite blocks:

d∗fin,fin = 2
∑
i,j

min{ki, kj},

where the sum is taken over all pairs Jki(µi) + λIki , Jkj (µj) + λIkj of blocks
in K1 + λK∗

2 such that i < j and µiµj = 1.

5. The real dimension due to the systems of equations (7) involving a right
singular block and a left singular block:

d∗right,left = 2
∑
i,j

(ηj − εi + 1) ,

where the sum is taken over all pairs Lεi , L
T
ηj

of blocks in K1 + λK∗
2 such

that εi ≤ ηj.

6. The real dimension due to the systems of equations (7) involving a right
singular block and an infinite block:

d∗right,∞ = 2p
r∑

i=1

ui.
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7. The real dimension due to the systems of equations (7) involving a right
singular block and a finite block:

d∗right,fin = 2p

s∑
i=1

ki.

8. The real dimension due to the systems of equations (7) involving an infinite
block and a finite block:

d∗∞,fin = 2
∑
i,j

min{ui, kj},

where the sum is taken over all pairs Nui , Jkj (µj)+λIkj of blocks in K1+λK∗
2

with µj = 0.

Remark 1 In theorems 3 and 4 we have referred to the KCF of A + λB⋆ as K1 + λK⋆
2 ,

with the leading coefficient K⋆
2 transposed or conjugate-transposed, to highlight Theorem 1.

However, all canonical blocks appear without transposing or conjugate-transposing the leading
coefficient, as in Theorem 2. Hence, and according to (4), the leading coefficient in the
canonical blocks will appear transposed or conjugate-transposed in the corresponding equations
(6) and (7).

Remark 2 It is worth noticing that, though we consider real dimension instead of complex
dimension in Theorem 4, the KCF of A+ λB∗ that we are using in this case is not the real,
but the complex KCF.

In the dimension count of theorems 3 and 4 the reader will notice that there are summands
corresponding to the dimensions of the solution spaces of equations or systems of equations
for several canonical blocks in the KCF that appear to be missing. We will see that all these
dimensions are zero (lemmas 6, 7, 11, 12, 17, 18 for Theorem 3 and lemmas 22, 23, 26, 27,
32, 34 for Theorem 4). For the sake of brevity and clarity of the exposition, we have included
in (9) and (10) only those cases where the dimension is not necessarily zero. The remaining
cases are stated in the following two lemmas.

Lemma 1 Let K1 + λKT
2 be as in Theorem 3. The dimension due to the equations (6) and

systems of equations (7) involving the remaining blocks and pairs of blocks in K1 + λKT
2 is

zero, that is,
dleft = d∞ = dleft,left = d∞,∞ = dleft,∞ = dleft,fin = 0.

Lemma 2 Let K1 + λK∗
2 be as in Theorem 4. The dimension due to the equations (6) and

systems of equations (7) involving the remaining blocks and pairs of blocks in K1 + λK∗
2 is

zero, that is,
d∗left = d∗∞ = d∗left,left = d∗∞,∞ = d∗left,∞ = d∗left,fin = 0.

In theorems 3 and 4 we have focused on the dimension of the solution space of (1). In
sections 4 and 5 we will prove these results along with those of lemmas 1 and 2 by computing
the dimension of the solution spaces of equations (6) and systems of equations (7) for all
blocks and pairs of blocks appearing in K1+λK⋆

2 . Our procedure also provides a description
of the explicit solution of equation (1).

4 Solution space for canonical blocks: the transpose
case

In this section we will focus on the case ⋆ = T . As we have seen in sections 2 and 3,
the solution of (1) is closely related to the pencil A + λBT . In order to emphasize this
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relationship, and for the sake of brevity, we will denote the (vector) space of solutions of the
equation (1) by S(A+ λBT ), that is

S(A+ λBT ) :=
{
X ∈ Cm×n : AX +XTB = 0

}
.

In the following, we will use the standard entry-wise notation X = [xij ] and Y = [yij ] for
the matrices X and Y .

Given the KCF of the pencil A+λBT , some of the minimal indices εi or ηj , for i = 1, . . . , p
or j = 1, . . . , q, may be equal to zero. Right minimal indices equal to zero correspond to
zero columns in the KCF, whereas zero left minimal indices correspond to zero rows. The
case of zero minimal indices in Theorem 3 deserves a separate analysis, because it leads to
matrix equations involving matrices with one of its dimensions equal to zero. In order to
address this particular case separately, we will isolate the zero minimal indices in the KCF
of A+ λBT . More precisely, if K1 + λKT

2 denotes this KCF, then we may write

K1 + λKT
2 = (E + λFT )⊕ 0g×h, (11)

where the pencil E + λFT is in KCF and has neither left nor right minimal indices equal to
zero. We use the convention that g and h are allowed to be zero. If g is zero then the pencil
K1 + λKT

2 takes the form of E + λFT with h columns of zeros appended on the right, while
if h is zero then K1 +λKT

2 takes the form of E+λFT with g rows of zeros appended on the
bottom.

Lemma 3 Let A + λBT be an m × n pencil whose KCF, K1 + λKT
2 , is of the form (11).

Then the dimension of the solution space of the matrix equation AX +XTB = 0 is

dimS(A+ λBT ) = dimS(K1 + λKT
2 ) = mh+ dimS(E + λFT ).

Proof. The equation
K1X +XTK2 = 0

may be written as a block equation:(
E 0
0 0

)(
X11 X12

X21 X22

)
+

(
XT

11 XT
21

XT
12 XT

22

)(
F 0
0 0

)
=

(
0 0
0 0

)
.

Equating blocks, this is equivalent to the system of equations

EX11 +XT
11F = 0 (12)

FTX12 = 0 (13)

EX12 = 0 (14)

As a consequence of (13) and (14), each column of X12 must lie in the kernel of both E
and FT , so that if X12 is nonzero, then the pencil D + λET has a constant null-vector. It
follows that the pencil E + λFT has a right minimal index equal to zero [11, Ch. XII, §5],
contradicting our assumption about E + λFT . We conclude that X12 is identically zero.
Then, since X22 and X21 may be chosen freely, we get that the dimension of S(A+ λBT ) is
equal to mh+ dim S(E + λFT ), from (12). �

Notice that the proof of Lemma 3 is still valid when g = 0 or h = 0, and that Lemma 3 is
in accordance with Theorem 3. More precisely, Lemma 3 states the same results as Theorem
3, even though it singles out left and right minimal indices equal to zero. In particular, if
K1 + λKT

2 is as in (11) then it contains h right and g left minimal indices equal to zero.
If we count the total dimension in Theorem 3 due to these blocks (items 1, 3, 5, 6 and 7)
we get a total of mh, which is precisely the quantity stated in Lemma 3 for the zero block
0g×h corresponding to these minimal indices. Therefore, in order to prove Theorem 3, we
may consider only nonzero minimal indices (both left and right). In this way, in all the
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statements and proofs in this section where left and right singular blocks appear, we will
implicitly assume that the sizes of all these blocks are nonzero.

We next introduce a lemma which will help us to determine when the solution space to
(6) or (7) is zero dimensional for a block in the KCF.

Lemma 4 If X ∈ Cm×n satisfies X = AXB, where either A ∈ Cm×m or B ∈ Cn×n is a
nilpotent matrix, then X = 0.

Proof. Since A or B is a nilpotent matrix, there exists some integer ν ≥ 0 such that Aν = 0
or Bν = 0. Then, iterating the identity X = AXB we get

X = AXB = A(AXB)B = A2XB2 = . . . = AνXBν = 0.

�
Another useful observation, that we will use for both ⋆ = T, ∗ comes from the connection

between equation (1) and a Sylvester equation in the particular case where A and B are
nonsingular. More precisely, if A is nonsingular, then from (1) we get X = −A−1X⋆B and,
by applying the ⋆ operator, X⋆ = −B⋆XA−⋆. Replacing this expression in the original
equation (1), we arrive at AX −B⋆XA−⋆B = 0, which is equivalent to

(B−⋆A)X −X(A−⋆B) = 0, (15)

provided that B is nonsingular. Hence, if X is a solution of (1), then it is also a solution
of the Sylvester equation (15). Though the converse is not true in general, we will take
advantage of this approach (see the proof of Lemma 9 in the case µ ̸= 0,±1).

4.1 Dimension of the solution space for single blocks

In this section we will prove all claims in Theorem 3 and Lemma 1 regarding the solution
space of equations involving single blocks in the KCF of A+ λBT .

Lemma 5 (Right singular block) The dimension of the solution space of

AεX +XTBT
ε = 0 (16)

is
dim S(Lε) = ε.

Proof. First, notice that the unknown matrix X in (16) is of size (ε+1)× ε. Equation (16)
is equivalent to

x21 x22 · · · x2ε

x31 x32 · · · x3ε

...
...

. . .
...

xε+1,1 xε+1,2 · · · xε+1,ε

+


x11 x21 · · · xε1

x12 x22 · · · xε2

...
...

. . .
...

x1ε x2ε · · · xεε

 = 0ε×ε.

This is in turn equivalent to the system of equations

xij = −xj+1,i for 1 ≤ i, j ≤ ε. (17)

Iterating this once we obtain

xij = −xj+1,i = xi+1,j+1 for i = 1, . . . , ε, j = 1, . . . , ε− 1.

This implies that the matrix X is Toeplitz, and thus completely determined by its first row
and column. Now, setting i = 1 in (17) we have

x1j = −xj+1,1 for j = 1, . . . , ε,

11



which means that the first column of X is determined by the first row. Thus x11, x12, . . . , x1ε

completely determineX, so the general solution of (16) depends on at most ε free parameters.
On the other hand, by direct computation it is straightforward to see that every matrix X
of the following form satisfies (17):

X =



c1 c2 · · · cε−1 cε
−c1 c1 c2 · · · cε−1

−c2 −c1 c1
. . .

...
... −c2 −c1

. . . c2

−cε−1

...
. . .

. . . c1
−cε −cε−1 · · · −c2 −c1


, (18)

for all values c1, c2, . . . , cε ∈ C. Thus, the general solution of (16) depends on exactly ε free
parameters, and the result follows. Moreover, (18) is the general solution to (16). �

Lemma 6 (Left singular block) The dimension of the solution space of

AT
η X +XTBη = 0 (19)

is
dim S(LT

η ) = 0.

Proof. We first remark the identities

AηA
T
η = Iη (20)

BηB
T
η = Iη, (21)

AηB
T
η = Jη(0), (22)

AT
η Bη = Jη+1(0)

T , (23)

that will be used several times throughout the paper. Now, by multiplying (19) on the left
by Aη and using (20), we obtain

X +AηX
TBη = 0, (24)

so X = −AηX
TBη, and by transposing, XT = −BT

η XAT
η . Replacing this in (24) we get

X −AηB
T
η XAT

η Bη = 0,

which is equivalent, by (21) and (23), to

X = Jη(0)XJη+1(0)
T .

Since both Jη(0) and Jη+1(0)
T are nilpotent matrices, Lemma 4 implies that X = 0, and

the result follows. �

Lemma 7 (Infinite block) The dimension of the solution space of

X +XTJu(0)
T = 0 (25)

is
dim S(Nu) = 0.

Proof. From (25) we have X = −XTJu(0)
T and, by transposition, XT = −Ju(0)X.

Replacing this in (25) we get
X = Ju(0)XJu(0)

T ,

and applying Lemma 4 we conclude that X = 0. �
In order to approach our most technical case, the case of a single Jordan block, we need

the following lemma.
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Lemma 8 Let X,Y ∈ Ck×k be such that Y = RXTR, where

R :=

 0 1

. .
.

1 0


is the k × k reverse identity. Then X is a solution of Jk(µ)X +XT = 0 if and only if Y is
a solution of Y Jk(µ) + Y T = 0.

Proof. For simplicity, let us denote Jk(µ) by J during this proof. Then, using that J =
RJTR and the hypothesis Y = RXTR, we have the following chain of identities:

Y J + Y T = 0 ⇔ (RXTR)(RJTR) +RXR = 0 ⇔ R(XTJT +X)R = 0

⇔ XTJT +X = 0 ⇔ JX +XT = 0,

and the result follows. �

Lemma 9 (Finite block) The dimension of the solution space of

Jk(µ)X +XT = 0 (26)

is

dim S(Jk(µ) + λIk) =

 0 , if µ ̸= ±1,
⌊k/2⌋ , if µ = 1,
⌈k/2⌉ , if µ = −1.

Proof. Let us consider separately the following cases:

I µ ̸= 0,±1: By transposing (26) we get X = −XTJk(µ)
T , and replacing this expression

in (26) we get
Jk(µ)X

TJk(µ)
T −XT = 0.

Since µ ̸= 0, the matrix Jk(µ) is invertible, so this is equivalent to XTJk(µ)
T −

Jk(µ)
−1XT = 0. This is a Sylvester equation, and since µ ̸= ±1, the matrices Jk(µ)

T

and Jk(µ)
−1 do not have common eigenvalues. Then the only solution of this equation

is XT = 0 [11, Ch. VIII, §1], so X = 0 is the only solution of (26).

I µ = 0: By similar reasonings to the preceding case, we arrive at XT = Jk(0)X
TJk(0).

Since Jk(0) is a nilpotent matrix, Lemma 4 implies that XT = 0. Hence X = 0 is again
the only solution of (26).

I µ = ±1: By Lemma 8, the solutions of

Jk(±1)X +XT = 0

and the solutions of
Y Jk(±1) + Y T = 0

are related by the change of variables Y = RXTR. In particular, the dimension of the
solution space of both equations is the same. As a consequence, we may concentrate
on the equation XJk(±1)+XT = 0. The case µ = (−1)k has already been solved in [7,
Appendix A]. The remaining case, µ = (−1)k+1, is rather technical and is addressed in
Appendix A.

�
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4.2 Dimension of the solution space for pairs of blocks

In this section we will prove all claims in Theorem 3 and Lemma 1 regarding the solution
space of pairs of equations involving pairs of blocks in the KCF of A+λBT . We first display
the results for pairs of blocks of the same type and then those involving pairs of blocks of
different types.

Lemma 10 (Two right singular blocks) The dimension of the solution space of the
system of matrix equations

AεX + Y TBT
δ = 0 (27)

AδY +XTBT
ε = 0, (28)

is
dim S(Lε, Lδ) = ε+ δ.

Proof. Note X and Y have sizes (ε + 1) × δ and (δ + 1) × ε respectively. We can rewrite
equations (27) and (28) entry-wise in the form:

x21 x22 · · · x2δ

x31 x32 · · · x3δ

...
...

. . .
...

xε+1,1 xε+1,2 · · · xε+1,δ

+


y11 y21 · · · yδ1
y12 y22 · · · yδ2
...

...
. . .

...
y1ε y2ε · · · yδε

 = 0ε×δ (29)


y21 y22 · · · y2ε
y31 y32 · · · y3ε
...

...
. . .

...
yδ+1,1 yδ+1,2 · · · yδ+1,ε

+


x11 x21 · · · xε1

x12 x22 · · · xε2

...
...

. . .
...

x1δ x2δ · · · xεδ

 = 0δ×ε. (30)

We see in equations (29) and (30) that for any entry yab of Y , there is an entry xij of X
such that xij + yab = 0. We conclude that Y is completely determined by X.

Equations (29) and (30) are equivalent to the system of equations:

(a) xb+1,a = −yab for 1 ≤ a ≤ δ, 1 ≤ b ≤ ε,

(b) xij = −yj+1,i for 1 ≤ i ≤ ε, 1 ≤ j ≤ δ.

From here we may conclude that X is a Toeplitz matrix. To see this, let xij be any entry of
X such that xi+1,j+1 is defined. Then we must have i ≤ ε and j ≤ δ − 1, so we may apply
relation (b) to get

xij = −yj+1,i, for i ≤ ε, j ≤ δ − 1 .

Since j + 1 ≤ δ and i ≤ ε, by relation (a) we have

−yj+1,i = xi+1,j+1. for 1 ≤ i ≤ ε, 1 ≤ j ≤ δ − 1 .

Hence xij = xi+1,j+1 for 1 ≤ i ≤ ε , and 1 ≤ j ≤ δ − 1, so X is indeed a Toeplitz matrix.
This shows that X is of the following form:

X =



d1 d2 d3 · · · · · ·

c1 d1 d2 d3
. . .

c2 c1 d1 d2
. . .

... c2 c1 d1
. . .

...
. . .

. . .
. . .

. . .


(ε+1)×δ

. (31)
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Thus X is always determined by its first row and column, a total of ε + δ parameters.
Furthermore, it is straightforward to verify that any X of form (31) determines a unique
matrix, Y, of the form

Y =



−c1 −c2 −c3 · · · · · ·

−d1 −c1 −c2 −c3
. . .

−d2 −d1 −c1 −c2
. . .

... −d2 −d1 −c1
. . .

...
. . .

. . .
. . .

. . .


(δ+1)×ε

,

and the pair X,Y is a solution of the system of equations (29) and (30). It follows that the
dimension of the solution space to equations (27) and (28) is ε+ δ. �

Lemma 11 (Two left singular blocks) The dimension of the solution space of the system
of matrix equations

AT
η X + Y TBγ = 0 (32)

AT
γ Y +XTBη = 0, (33)

is
dim S(LT

η , L
T
γ ) = 0.

Proof. By multiplying (32) by Aη on the left and using (20) we get X = −AηY
TBγ , and

by transposition, XT = −BT
γ Y AT

η . Substituting this in (33) we achieve

AT
γ Y −BT

γ Y AT
η Bη = 0,

and multiplying on the left by Aγ and using (20) this implies

Y −AγB
T
γ Y AT

η Bη = 0,

which in turn implies, using (21) and (23),

Y − Jγ(0)Y Jη+1(0)
T = 0.

Now, Lemma 4 gives Y = 0, which implies X = 0 as well, so the only solution of (32) and
(33) is the trivial solution. �

Lemma 12 (Two infinite blocks) The dimension of the solution space of the system of
matrix equations

X + Y TJu(0)
T = 0 (34)

Y +XTJt(0)
T = 0, (35)

is
dim S(Nu, Nt) = 0.

Proof. From (34) we obtain X = −Y TJu(0)
T , and transposing, XT = −Ju(0)Y . Substi-

tuting this into (35) we get
Y = Ju(0)Y Jt(0)

T ,

which implies Y = 0 by Lemma 4, so X = 0 as well. Then the only solution of (34) and (35)
is the trivial solution, and the result follows. �
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Lemma 13 (Two finite blocks) The dimension of the solution space of the system of
matrix equations

Jk(µ)X + Y T = 0 (36)

Jℓ(ν)Y +XT = 0, (37)

is

dim S(Jk(µ) + λIk, Jℓ(ν) + λIℓ) =

{
min{k, ℓ}, if µν = 1,

0, otherwise.

Proof. First, notice that X has size k × ℓ and Y has size ℓ× k. We begin by solving for X
in (37):

X = −Y TJℓ(ν)
T . (38)

Substituting back into (36), we have

Jk(µ)Y
TJℓ(ν)

T − Y T = 0. (39)

It is clear by (38) that Y determines X and that the pair X,Y satisfies (36) and (37) if and
only if they satisfy (38) and (39).

Now we consider the following two cases:

I µ ̸= 0 or ν ̸= 0: First suppose µ ̸= 0. In this case Jk(µ) is invertible, so we may rewrite
(39) in the form

Y TJℓ(ν)
T − Jk(µ)

−1Y T = 0, (40)

which is a Sylvester equation in the variable Y T . The space of solutions to (40) has dimension
min{k, ℓ} if ν = 1/µ and 0 otherwise, and an explicit description of the solutions is available
[11, Ch. VIII, §1]. The case of ν ̸= 0 is similar and yields the same results.

I µ = ν = 0 : In this case (39) reads

Jℓ(0)Y
TJk(0)

T − Y T = 0.

Since Jℓ(0) and Jk(0) are nilpotent, it follows immediately from Lemma 4 that Y T , and
hence Y, must be the zero matrix. By (38) X = 0 as well. Thus, in this case, the dimension
of the solution space is zero. �

Lemma 14 (Right singular and left singular blocks) The dimension of the solution
space of the system of matrix equations

AεX + Y TBη = 0 (41)

AT
η Y +XTBT

ε = 0, (42)

is

dim S(Lε, L
T
η ) =

{
0, if η < ε,

η − ε+ 1, if ε ≤ η.

Proof. The sizes of X and Y are (ε + 1) × (η + 1) and η × ε respectively. The system of
equations (41) and (42) is equivalent to

x21 · · · x2η x2,η+1

x31 · · · x3η x3,η+1

...
. . .

...
...

xε+1,1 · · · xε+1,η xε+1,η+1

+


y11 · · · yη1 0
y12 · · · yη2 0
...

. . .
...

...
y1ε · · · yηε 0

 = 0ε×(η+1), (43)


0 0 · · · 0
y11 y12 · · · y1ε
...

...
. . .

...
yη1 yη2 · · · yηε

+


x11 x21 · · · xε1

x12 x22 · · · xε2

...
...

. . .
...

x1,η+1 x2,η+1 · · · xε,η+1

 = 0(η+1)×ε. (44)

This immediately implies that Y is completely determined by X. Also, (43) and (44) are
equivalent to the system of equations
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(a) x2,η+1 = x3,η+1 = · · · = xε+1,η+1 = 0,

(b) yij = −xj+1,i for i = 1, . . . , η, j = 1, . . . , ε,

(c) x11 = x21 = · · · = xε1 = 0,

(d) yij = −xj,i+1 for i = 1, . . . , η, j = 1, . . . , ε.

Combining (b) and (d), we obtain

xij = xi+1,j−1 for i = 1, . . . , ε, j = 2, . . . , η + 1,

which shows that any entries of X lying on the same anti-diagonal, Ls = {xij : i + j = s},
are equal. Now, observe that (a) and (c) mean that every entry in the first and (η + 1)th
columns of X are zero except for x1,η+1 and xε+1,1. If η < ε, every anti-diagonal will contain
one of these entries equal to zero. This in turn implies X = 0 = Y , so the trivial solution is
the only solution if η < ε.
If ε ≤ η, then there are anti-diagonals of X which do not contain any of these zero entries
from the first and (η + 1)th columns. More precisely, these anti-diagonals are those which
have an entry in both the first and last row. Since there are η− ε+1 of these anti-diagonals,
X will depend on at most η − ε + 1 free variables. On the other hand, it is immediate to
realize that if

X =


0 · · · 0 c1 · · · cη−ε+1

... . .
.

. .
.

. .
.

0

0 . .
.

. .
.

. .
. ...

c1 · · · cη−ε+1 0 · · · 0


(ε+1)×(η+1)

(45)

and Y is defined by condition (b) above, then both X and Y satisfy (a–d) for all values
of the parameters c1, . . . , cη−ε+1. As a consequence, the general solution of (41) and (42)
depends on exactly η − ε+ 1 free variables. Moreover, (45) gives the general solution for X
from which (b) gives the corresponding matrix Y . �

Lemma 15 (Right singular and infinite blocks) The dimension of the solution space
of the system of matrix equations

AεX + Y TJ(0)Tu = 0 (46)

Y +XTBT
ε = 0, (47)

is
dim S(Lε, Nu) = u.

Proof. Note that the dimensions of X and Y are (ε+ 1)× u and u× ε respectively. Now,
from equation (46), we obtain the following:

x21 · · · x2,u−1 x2u

x31 · · · x3,u−1 x3u

...
. . .

...
...

xε+1,1 · · · xε+1,u−1 xε+1,u

+


y21 · · · yu1 0
y22 · · · yu2 0
...

. . .
...

...
y2ε · · · yuε 0

 = 0ε×u.

This implies x2u = . . . = xε+1,u = 0 and

xij = −yj+1,i−1 for i = 2, . . . , ε+ 1, j = 1, . . . , u− 1. (48)

By equation (47) we also have
y11 y12 · · · y1ε
y21 y22 · · · y2ε
...

...
. . .

...
yu1 yu2 · · · yuε

+


x11 x21 · · · xε1

x12 x22 · · · xε2

...
...

. . .
...

x1u x2u · · · xεu

 = 0u×ε,
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from which we obtain

xij = −yji for i = 1, . . . , ε, j = 1, . . . , u. (49)

This shows that Y is completely determined by X. Now, using (48) and (49) we reach a
third relation, which is

xij = xi−1,j+1 for i = 2, . . . , ε+ 1, j = 1, . . . , u− 1.

The last relation shows that any entries of X which lie on the same anti-diagonal are equal.
It follows that the anti-diagonals below the main anti-diagonal in X are equal to zero since
we have already shown x2u = ... = xε+1,u = 0. Thus we know that X depends on no more
than u free parameters which correspond to x11, x12, · · · , x1u and that it takes one of the
following two forms:

X =



c1 c2 c3 · · · cu
c2 c3 · · · cu 0

c3
... . .

.
. .
. ...

... cu . .
. ...

cu 0 · · · · · · 0
0 0 · · · · · · 0
...

...
...

0 0 · · · · · · 0


, if u < ε+ 1

X =


c1 c2 · · · cε+1 · · · cu
c2 · · · cε+1 · · · cu 0
... . .

.
. .
.

. .
. ...

cε+1 · · · cu 0 · · · 0

 , if ε+ 1 ≤ u.

Moreover, given any matrix X which takes one of the above forms and setting Y as in (49),
we have that the pair X,Y is a solution of (46) and (47). Then, it follows that the general
solution depends on exactly u free parameters. Furthermore, the formulas above, together
with (49), give the general solution of (46) and (47). �

Lemma 16 (Right singular and finite blocks) The dimension of the solution space of
the system of matrix equations

AεX + Y T = 0 (50)

Jk(µ)Y +XTBT
ε = 0, (51)

is
dim S(Lε, Jk(µ) + λIk) = k.

Proof. Note X has size (ε+1)× k, and Y has size k× ε. Let us rewrite equations (50) and
(51) entry-wise as

x21 x22 · · · x2k

x31 x32 · · · x3k

...
...

. . .
...

xε+1,1 xε+1,2 · · · xε+1,k

+


y11 y21 · · · yk1
y12 y22 · · · yk2
...

...
. . .

...
y1ε y2ε · · · ykε

 = 0ε×k, (52)

µ


y11 y12 · · · y1ε
y21 y22 · · · y2ε
...

...
. . .

...
yk1 yk2 · · · ykε

+


y21 y22 · · · y2ε
...

...
. . .

...
yk1 yk2 · · · ykε
0 0 · · · 0

+


x11 x21 · · · xε1

x12 x22 · · · xε2

...
...

. . .
...

x1k x2k · · · xεk

 = 0k×ε.

(53)
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By isolating columns in (53) we obtain the following identity for 1 ≤ j ≤ ε:

µ


y1j
...

yk−1,j

ykj

+


y2j
...

ykj
0

+


xj1

...
xj,k−1

xjk

 =


0
...
0
0

 .

We then use (52) to rewrite this identity as follows:

µ


xj+1,1

...
xj+1,k−1

xj+1,k

+


xj+1,2

...
xj+1,k

0

 =


xj1

...
xj,k−1

xjk

 .

This is a recursion relation. It allows us to determine the (j + 1)th column of X in terms
of the jth column or viceversa. Hence, we can let the xε+1,1, . . . , xε+1,k be free parameters,
and then the matrix X will be uniquely determined. Furthermore, by equation (52), Y is
completely determined by X.

Moreover, if we set
cj = xε+1,j , for j = 1, . . . , k, (54)

then the explicit solution, X, is:

xij =
ε+1−i∑
l=0

µε+1−i−l

(
ε+ 1− i

l

)
cj+l, (55)

where we use the convention that cj+l = 0 for j + l > k. To prove (55), we can proceed
by induction on i = ε + 1, . . . , 1 (downwards). The initial case, i = ε + 1, is just (54).
Now, let us assume that (55) is true for some i with 1 ≤ i ≤ ε + 1, and all j = 1, . . . , k.
Proving (55) for i − 1 (and all j = 1, . . . , k) reduces to showing that the recursion formula
xi−1,j = µxij + xi,j+1 satisfies (55). The right hand side of this formula becomes:

µ
ε+1−i∑
l=0

µε+1−i−l

(
ε+ 1− i

l

)
cj+l +

ε+1−i∑
l=0

µε+1−i−l

(
ε+ 1− i

l

)
cj+1+l,

which is equal to

ε+1−i∑
l=0

µε+2−i−l

(
ε+ 1− i

l

)
cj+l +

ε+2−i∑
l=1

µε+2−i−l

(
ε+ 1− i

l − 1

)
cj+l. (56)

Now, using the binomial identity(
m− 1
n− 1

)
+

(
m− 1
n

)
=

(
m
n

)
,

valid for all integers m,n ≥ 1, (56) is equal to:

ε+2−i∑
l=0

µε+2−i−l

(
ε+ 2− i

l

)
cj+l,

which correspond to the left hand side of the recursion formula, and thus completes the proof
of (55). �

19



Lemma 17 (Left singular and infinite blocks) The dimension of the solution space of
the system of matrix equations

AT
η X + Y TJu(0)

T = 0 (57)

Y +XTBη = 0, (58)

is
dim S(LT

η , Nu) = 0.

Proof. By transposing in equation (58) we get Y T = −BT
η X, and replacing this in equation

(57) we achieve AT
η X −BT

η XJu(0)
T = 0. Now, multiplying on the left by Aη and using (20)

and (22) we reach
X − Jη(0)XJu(0)

T = 0,

and Lemma 4 implies X = 0. From this, it follows that Y = 0 and then the only solution of
(57) and (58) is the null solution. �
Lemma 18 (Left singular and finite blocks) The dimension of the solution space of the
system of matrix equations

AT
η X + Y T = 0 (59)

Jk(µ)Y +XTBη = 0, (60)

is
dim S(LT

η , Jk(µ) + λIk) = 0.

Proof. By transposing in equation (59) we get Y = −XTAη, and replacing this in equation
(60) we obtain Jk(µ)X

TAη − XTBη = 0. Multiplying on the right by BT
η and using (22)

and (21) we reach Jk(µ)X
TJη(0)−XT = 0. Now Lemma 4 implies XT = 0, which in turn

gives X = 0 and, from this, Y = 0. The result follows. �
Lemma 19 (Infinite and finite blocks) The dimension of the solution space of the system
of matrix equations

X + Y T = 0 (61)

Jk(µ)Y +XTJu(0)
T = 0, (62)

is

dim S(Nu, Jk(µ) + λIk) =

{
min{u, k} , if µ = 0,

0 , if µ ̸= 0.

Proof. By transposing in equation (61) we find XT = −Y , and replacing this in (62) we
get the Sylvester equation Jk(µ)Y − Y Ju(0)

T = 0.
If µ ̸= 0 then Jℓ(µ) and Ju(0)

T have no common eigenvalues so that Y = 0 [11, Ch. VIII,
§1]. From this we get X = 0.

If µ = 0 then the solution Y of the Sylvester equation depends on min{u, k} free param-
eters and an expression for this solution is available [11, Ch. VIII, §1]. From Y the matrix
X is completely determined by X = −Y T , and then the result follows. �

5 Solution space for canonical blocks: the conjugate
transpose case

This section is the counterpart of Section 4 for ⋆ = ∗. We begin with the counterpart of
Lemma 3, whose proof is nearly identical.

Lemma 20 Let A+ λB∗ be an m× n pencil whose KCF is of the form

K1 + λK∗
2 = (E + λF ∗)⊕ 0g×h,

Then the real dimension of the solution space of the matrix equation K1X +X∗K2 = 0 is

dimR S∗(A+ λB∗) = dimR S∗(K1 + λK∗
2 ) = 2mh+ dimR S∗(E + λF ∗).
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5.1 Dimension of the solution space for single blocks

In this section we will prove all claims in Theorem 4 and Lemma 2 regarding the solution
space of equations involving single blocks in the KCF of A+ λB∗.

Lemma 21 (Right singular block) The real dimension of the solution space of

AεX +X∗B∗
ε = 0 (63)

is
dimR S∗(Lε) = 2ε.

Proof. Equation (63) is equivalent to the system

xij = −xj+1,i for 1 ≤ i, j ≤ ε.

Iterating once yields

xij = −xj+1,1 = xi+1,j+1 for 1 ≤ i ≤ ε , 1 ≤ j ≤ ε− 1.

From here we proceed in a matter similar to the proof of Lemma 5 to conclude that X is a
solution to (63) if and only if X is a Toeplitz matrix of the form

X =



c1 c2 · · · cε−1 cε
−c1 c1 c2 · · · cε−1

−c2 −c1 c1
. . .

...
... −c2 −c1

. . . c2

−cε−1

...
. . .

. . . c1
−cε −cε−1 · · · −c2 −c1


,

which is determined by its first row, a total of ε complex parameters. We conclude that the
real dimension of the solution space to (63) is 2ε. �

Lemma 22 (Left singular block) The real dimension of the solution space of

AT
η X +X∗Bη = 0

is
dimR S∗(LT

η ) = 0.

Proof. Notice that A∗
η = AT

η and B∗
η = BT

η . Using this fact and an argument identical to
that of Lemma 6, the result follows. �

Lemma 23 (Infinite block) The real dimension of the solution space of

X +X∗Ju(0)
∗ = 0

is
dimR S∗(Nu) = 0.

Proof. Observe that Ju(0)
∗ = Ju(0)

T . The proof proceeds as the proof of Lemma 7. �

Lemma 24 (Finite block) The real dimension of the solution space of

Jk(µ)X +X∗ = 0 (64)

is

dimR S∗(Jk(µ) + λIk) =

{
k, if |µ| = 1,
0, otherwise.
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Proof. From equation (64) we have X∗ = −Jk(µ)X, which implies X = −X∗Jk(µ)
∗.

Substituting this back into equation (64), we obtain

Jk(µ)X
∗Jk(µ)

∗ −X∗ = 0. (65)

If µ = 0, the result follows by Lemma 4. If µ ̸= 0, we know that Jk(µ) is invertible. Then
(65) is equivalent to

Jk(µ)X
∗ −X∗Jk(µ)

−∗ = 0. (66)

If X is a solution of (64), then X is also a solution of (66). Since (66) is a Sylvester equation,
we know from [11, Ch. VIII, §1] that a nontrivial solution exists if and only if µ = 1/µ, i.e.,
if |µ| = 1. It follows that the dimension of the solution space of (64) is again zero if µ ̸= 0
and |µ| ̸= 1.

All that remains to consider is the case |µ| = 1. Since the proof is rather technical, we
will see in Appendix B that the solution depends on exactly k free variables and we will give
an algorithm to obtain this solution. �

5.2 Dimension of the solution space for pairs of blocks

In this section we will prove all claims in Theorem 4 and Lemma 2 regarding the solution
space of pairs of equations involving pairs of blocks in the KCF of A + λB∗. As in Section
4.2, we first display the results for pairs of blocks of the same type and then we address the
cases of pairs of blocks with different type.

Lemma 25 (Two right singular blocks) The real dimension of the solution space of the
system of matrix equations

AεX + Y ∗B∗
δ = 0 (67)

AδY +X∗B∗
ε = 0, (68)

is
dimR S∗(Lε, Lδ) = 2(ε+ δ).

Proof.Equations (67) and (68) are equivalent to the system of equations

(a) xb+1,a = −yab for 1 ≤ a ≤ δ and 1 ≤ b ≤ ε,

(b) xij = −yj+1,i for 1 ≤ i ≤ ε and 1 ≤ j ≤ δ,

from which it follows by an argument similar to that of the proof of Lemma 10 that X is an
arbitrary Toeplitz matrix. �

Lemma 26 (Two left singular blocks) The real dimension of the solution space of the
system of matrix equations

AT
η X + Y ∗Bγ = 0

AT
γ Y +X∗Bη = 0,

is
dimR S∗(LT

η , L
T
γ ) = 0.

Proof. Observe that Bγ = Bγ and Bη = Bη. The proof follows as in the proof of Lemma
11. �

Lemma 27 (Two infinite blocks) The real dimension of the solution space of the system
of matrix equations

X + Y ∗Ju(0)
∗ = 0

Y +X∗Jt(0)
∗ = 0,

is
dimR S∗(Nu, Nt) = 0
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Proof. Notice Ju(0)
∗ = Ju(0)

T and Jt(0)
∗ = Jt(0)

T . The proof proceeds as the proof of
Lemma 12. �

Lemma 28 (Two finite blocks) The real dimension of the solution space of the system
of matrix equations

Jk(µ)X + Y ∗ = 0 (69)

Jℓ(ν)Y +X∗ = 0, (70)

is

dimR S∗(Jk(µ) + Ik, Jℓ(ν)) =

{
2min{k, ℓ}, if µν = 1,

0, otherwise.

Proof. We first solve for X in (70):

X = −Y ∗Jℓ(ν)
∗. (71)

And substitute in (69):
Jk(µ)XJℓ(ν)

∗ − Y ∗ = 0. (72)

It is clear that the system of equations (71) and (72) is equivalent to the system (69) and
(70). There are now three cases to consider, just as in the proof of Lemma 13, namely, the
cases µ ̸= 0, ν ̸= 0, and µ = ν = 0. We conclude via the same processes used in Lemma 13
that the set of solutions to (71) and (72) is parametrized by min{k, ℓ} complex parameters
if µν = 1, and zero otherwise. The result follows. �

Lemma 29 (Right singular and left singular blocks) The real dimension of the solu-
tion space of the system of matrix equations

AεX + Y ∗Bη = 0 (73)

AT
η Y +X∗B∗

ε = 0, (74)

is

dimR S∗(Lε, L
T
η ) =

{
2(η − ε+ 1), if ε ≤ η,

0, if η < ε.

Proof. The system (73) and (74) is equivalent to the relations

(a) x2η+1 = x3,η+1 = ... = xε+1,η+1 = 0,

(b) yij = −xj+1,i for 1 ≤ i ≤ η, 1 ≤ j ≤ ε,

(c) x11 = x21 = ... = xε1 = 0,

(d) yij = −xj,i+1 for 1 ≤ i ≤ η, 1 ≤ j ≤ ε.

First, notice that Y is completely determined by X, and that, by combining relations (b)
and (d) we achieve:

(e) xij = xi+1,j−1 for 1 ≤ i ≤ ε, 2 ≤ j ≤ η + 1

The result follows in the same way as in the proof of Lemma 14. �

Lemma 30 (Right singular and infinite blocks) The real dimension of the solution
space of the system of matrix equations

AεX + Y ∗Ju(0)
∗ = 0 (75)

Y +X∗B∗
ε = 0, (76)

is
dimR S∗(Lε, Nu) = 2u.

Proof. The system(75) and (76) is equivalent to the relations
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(a) x2u = x3u = ... = xε+1,u = 0,

(b) xij = −yj+1,i−1 for 2 ≤ i ≤ ε+ 1, 1 ≤ j ≤ u− 1,

(c) xij = −yji for 1 ≤ i ≤ ε, 1 ≤ j ≤ u.

We find Y is completely determined by X, and if we combine (b) and (c) we get:

(d) xij = xi−1,j+1 for 1 ≤ i ≤ ε, 2 ≤ j ≤ η + 1

The result follows in the same way as in the proof of Lemma 15. �

Lemma 31 (Right singular and finite blocks) The real dimension of the solution space
of the system of matrix equations

AεX + Y ∗ = 0 (77)

Jk(µ)Y +X∗B∗
ε = 0, (78)

is
dimR S∗(Lε, Jk(µ) + λIk) = 2k.

Proof. By isolating columns in equation (78) we obtain the following identity for 1 ≤ j ≤ ε:

µ


y1j
...

yk−1,j

ykj

+


y2j
...

ykj
0

+


xj1

...
xj,k−1

xjk

 =


0
...
0
0

 .

Then we use equation (77) and conjugate to rewrite this as:

µ


xj+1,1

...
xj+1,k−1

xj+1,k

+


xj+1,2

...
xj+1,k

0

 =


xj1

...
xj,k−1

xjk

 .

This is a recursion relation. It allows us to determine the (j + 1)th column of X in terms
of the jth column or vice versa. Hence, we can let the xε+1,1, . . . , xε+1,k be free complex
parameters, and then the matrix X will be uniquely determined. If we set

cj = xε+1,j , for j = 1, . . . , k,

then the explicit solution, X, is:

xij =

ε+1−i∑
l=0

µε+1−i−l

(
ε+ 1− i

l

)
cj+l, (79)

Furthermore, by equation (77), Y is completely determined by X. The proof of (79) proceeds
in the same way as in the proof of (55). �

Lemma 32 (Left singular and infinite blocks) The real dimension of the solution space
of the system of matrix equations

AT
η X + Y ∗Ju(0)

∗ = 0

Y +X∗Bη = 0, (80)

is
dimR S∗(LT

η , Nu) = 0.

Proof. Note that Ju(0)
∗ = Ju(0)

T and Y ∗ = −BT
η X by (80). The proof follows as in

Lemma 17. �
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Lemma 33 (Left singular and finite blocks) The real dimension of the solution space
of the system of matrix equations

AT
η X + Y ∗ = 0 (81)

Jk(µ)Y +X∗Bη = 0,

is
dimR S∗(LT

η , Jk(µ) + λIk) = 0.

Proof. Notice that Bη = Bη and Y = −X∗Aη = −X∗Aη by (81). The proof proceeds as in
the proof of Lemma 18. �

Lemma 34 (Infinite and finite blocks) The real dimension of the solution space of the
system of matrix equations

X + Y ∗ = 0 (82)

Jk(µ)Y +X∗Ju(0)
∗ = 0,

is

dimR S∗(Nu, Jk(µ) + λIk) =

{
2min{u, k} , if µ = 0,

0 , if µ ̸= 0.

Proof. Since (82) becomes X∗ = −Y by taking the conjugate transpose and Ju(0)
∗ =

Ju(0)
T , the result follows as in the proof of Lemma 19. �

6 Corollaries of the main results

The particular cases of equation (1) with A = ±B⋆ were solved in [15]. Also, the particular
case A = B was solved in [7] for ⋆ = T and in [8] for ⋆ = ∗. In [3] and [14] the authors
provided necessary and sufficient conditions for the operatorX 7→ AX+X⋆B to be invertible.
We show in this section how the main results contained in these papers can be derived from
our approach for the general equation (1).

6.1 The particular case A = B

6.1.1 The transpose case

In [7] the authors solved the particular case of equation (1) with A = B, that is

AX +XTA = 0. (83)

In that case, the solution was given in terms of the canonical form for congruence (CFC) of
A [13]. In this subsection we will show how to derive the dimension of the solution space of
(83) from the dimension of the solution space of (1) given in Theorem 3 when particularizing
to A = B. For the sake of completeness, we first recall the CFC of complex square matrices.
This form consists of three types of blocks: type 0 blocks are Jordan blocks associated with
0, while type I and type II blocks (denoted by Γk and H2k(µ), respectively), are defined as

Γk =



0 (−1)k+1

. .
.

(−1)k

−1 . .
.

1 1
−1 −1

1 1 0


(Γ1 = [1]),

and

H2k(µ) =

[
0 Ik

Jk(µ) 0

] (
H2(µ) =

[
0 1
µ 0

])
.
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Theorem 5 (Canonical form for congruence) [13, Theorem 1.1] Each square complex
matrix is congruent to a direct sum, uniquely determined up to permutation of summands,
of canonical matrices of the three types:

Type 0 Jk(0)
Type I Γk

Type II
H2k(µ), 0 ̸= µ ̸= (−1)k+1

µ is determined up to replacement by µ−1

At first sight, it seems surprising that we are using the strict equivalence transforma-
tion and the KCF of the pencil A + λBT to solve equation (1) instead of the congruence
transformation used in [7] to reduce the original equation (83) to the case involving CFC
of A. Following this approach, when particularizing to B = A, we would obtain the solu-
tion of (83) in terms of the KCF of the palindromic pencil A + λAT . This suggests that
there is some hidden connection between the CFC of A and the KCF of A+ λAT . There is
actually a one-to-one correspondence between these two canonical forms and it is based on
the non-trivial fact that two matrices A and B are congruent if and only if the associated
palindromic pencils A + λAT and B + λBT are strictly equivalent [6, Lemma 1]. In order
to establish this one-to-one correspondence between the (blocks in the) CFC of A and the
(blocks in the) KCF of A+λAT , we have to take into account that the KCF of a palindromic
pencil A+ λAT is subject to the following restrictions (see Theorem 1 in [6]):

(i) The left and right minimal indices of A+ λAT coincide, that is, if ε is a right minimal
index of A+ λAT then it is also a left minimal index and vice versa.

(ii) Each finite block with odd size associated with the eigenvalue µ = 1 occurs an even
number of times.

(iii) Each finite block with even size associated with the eigenvalue µ = −1 occurs an even
number of times.

(iv) The finite blocks associated with eigenvalues µ ̸= ±1 occur in pairs: Jk(−µ) + λIk,
Jk(−1/µ) + λIk (here we understand that the blocks associated with 0 are paired up
with infinite blocks).

With these restrictions in mind, the one-to-one correspondence between the blocks of the
CFC of A and the blocks of the KCF of A+ λAT is the following (see Theorem 4 in [6]):

(i) Each type 0 block with even size, J2k(0), corresponds to a pair of blocks associated
with the zero and the infinite eigenvalues, (Jk(0) + λIk)⊕Nk.

(ii) Each type 0 block with odd size, J2k+1(0), corresponds to a pair of left and right
singular blocks, Lk ⊕ LT

k .

(iii) Each type I block, Γk, corresponds to a finite block associated with the eigenvalue
(−1)k, Jk((−1)k+1) + λIk.

(iv) Each type II block, H2k(µ), corresponds to a pair of finite blocks associated with inverse
eigenvalues, (Jk(µ) + λIk)⊕ (Jk(1/µ) + λIk) (µ ̸= 0, (−1)k+1).

Now, by direct comparison of the dimension count stated in Theorem 3 and the corre-
sponding result stated in [7, Theorem 2], and taking into account the previous correspon-
dence, it is possible to obtain the main result in [7] (Theorem 2 in that reference) as a
particular case of Theorem 3. In the following tables we display the correspondence between
the canonical blocks in the KCF of A + λAT and the canonical blocks in the CFC of A
(first column in each table), and we relate the dimension of the solution spaces associated
with these blocks (second column of each table). For brevity, we only display the nonzero
dimensions and, to avoid repetition, we only write each dimension once, referring to previous
appearances when repetitions occur. The dimensions in the case of equation (83) and the
CFC of A are stated in terms of the codimension of individual blocks or interaction between
pairs of blocks, as in [7, Theorem 2]. The labels for each case refer to the KCF of A+ λAT .
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Pair of finite blocks (eigenvalues ̸= 0,±1)

Block Dimension

KCF of A+ λAT :

(Jk(µ) + λIk)⊕ (Jk(1/µ) + λIk)

dimS (Jk(µ) + λIk, Jk(1/µ) + λIk) = k
dimS(Jk(µ) + λIk, Lε) = k
dimS(Jk(1/µ) + λIk, Lε) = k

For ν = µ:
dimS(Jk(µ) + λIk, Jℓ(1/ν) + λIℓ) = min{k, ℓ}
dimS(Jk(1/µ) + λIk, Jℓ(ν) + λIℓ) = min{k, ℓ}

CFC of A:

H2k(µ)

codimH2k(µ) = k
inter (H2k(µ), J2ε+1(0)) = 2k

For ν = µ:
inter (H2k(µ),H2ℓ(ν)) = 2min{k, ℓ}

Pair of finite block (eigenvalue 0) and infinite block

Block Dimension

KCF of A+ λAT :

(Jk(0) + λIk)⊕Nk

dimS (Jk(0) + λIk, Nk) = k
dimS(Jk(0) + λIk, Lε) = k

dimS(Nk, Lε) = k
dimS(Jk(0) + λIk, Nℓ) = min{k, ℓ}
dimS(Nk, Jℓ(0) + λIℓ) = min{k, ℓ}

CFC of A:

J2k(0)

codim (J2k(0)) = k
inter (J2k(0), J2ε+1(0)) = 2k

inter (J2k(0), J2ℓ(0)) = 2min{k, ℓ}

Pair of finite blocks with odd size (eigenvalue 1)

Block Dimension

KCF of A+ λAT :

(Jk(−1) + λIk)⊕ (Jk(−1) + λIk)
(k odd)

2 dimS (Jk(−1) + λIk) = 2⌈k/2⌉
dimS(Jk(−1) + λIk, Jk(−1) + λIk) = k

2 dimS(Jk(−1) + λIk, Lε) = 2k
For ℓ odd:

4 dimS(Jk(−1) + λIk, Jℓ(−1) + λIℓ) = 4min{k, ℓ}
For ℓ even:

2 dimS(Jk(−1) + λIk, Jℓ(−1) + λIℓ) = 2min{k, ℓ}

CFC of A:

H2k(−1)
(k odd)

codimH2k(−1) = k + 2⌈k/2⌉
inter (H2k(−1), J2ε+1(0)) = 2k

For ℓ odd:
inter (H2k(−1),H2ℓ(−1)) = 4min{k, ℓ}

For ℓ even:
inter (H2k(−1),Γℓ) = 2min{k, ℓ}
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Pair of finite blocks with even size (eigenvalue −1)

Block Dimension

KCF of A+ λAT :

(Jk(1) + λIk)⊕ (Jk(1) + λIk)
(k even)

2 dimS (Jk(1) + λIk) = 2k/2
dimS(Jk(1) + λIk, Jk(1) + λIk) = k

2 dimS(Jk(1) + λIk, Lε) = 2k
For ℓ even:

4 dimS(Jk(1) + λIk, Jℓ(1) + λIℓ) = 4min{k, ℓ}
For ℓ odd:

2 dimS(Jk(1) + λIk, Jℓ(1) + λIℓ) = 2min{k, ℓ}

CFC of A:

H2k(1)
(k even)

codimH2k(1) = k + 2k/2
inter (H2k(1), J2ε+1(0)) = 2k

For ℓ even:
inter (H2k(1),H2ℓ(1)) = 4min{k, ℓ}

For ℓ odd:
inter (H2k(1),Γℓ) = 2min{k, ℓ}

Single finite block with even size (eigenvalue 1)

Block Dimension

KCF of A+ λAT :

Jk(−1) + λIk
(k even)

dimS (Jk(−1) + λIk) = k/2
dimS(Jk(−1) + λIk, Lε) = k

For ℓ even:
dimS(Jk(−1) + λIk, Jℓ(−1) + λIk) = min{k, ℓ}

For ℓ odd:
2 dimS(Jk(−1) + λIk, Jℓ(−1) + λIℓ) = stated above

CFC of A:

Γk

(k even)

codimΓk = k/2
inter (Γk, J2ε+1(0)) = k

For ℓ even:
inter (Γk,Γℓ) = min{k, ℓ}

For ℓ odd:
inter (Γk,H2ℓ(−1)) = stated above

Single finite block with odd size (eigenvalue −1)

Block Dimension

KCF of A+ λAT :

Jk(1) + λIk
(k odd)

dimS (Jk(1) + λIk) = ⌊k/2⌋
dimS(Jk(1) + λIk, Lε) = k

For ℓ odd:
dimS(Jk(1) + λIk, Jℓ(1) + λIk) = min{k, ℓ}

For ℓ even:
2 dimS(Jk(1) + λIk, Jℓ(1) + λIℓ) = stated above

CFC of A:

Γk

(k odd)

codimΓk = ⌊k/2⌋
inter (Γk, J2ε+1(0)) = k

For ℓ odd:
inter (Γk,Γℓ) = min{k, ℓ}

For ℓ even:
inter (Γk,H2ℓ(1)) = stated above
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Pair of left/right singular blocks

Block Dimension

KCF of A+ λAT :

Lε ⊕ LT
ε

dimS (Lε) = ε
dimS(Lε, L

T
ε ) = 1

dimS(Lε, Lη) + dimS(Lε, L
T
η )

+dimS(LT
ε , Lη) =

{
max{2ε+ 1, 2η + 1}, if η ̸= ε

2ε+ 2, if η = ε
The remaining cases have been stated above

CFC of A:

J2ε+1(0)

codim J2ε+1(0) = ⌈(2ε+ 1)/2⌉ = ε+ 1

inter (J2ε+1(0), J2η+1(0)) =

{
max{2ε+ 1, 2η + 1}, if η ̸= ε

2ε+ 2, if η = ε
The remaining cases have been stated above

As we can see, in all cases the total dimension obtained from both the KCF and the CFC
coincide.

6.1.2 The conjugate transpose case

The equation
AX +X∗A = 0 (84)

has recently been solved in [8]. This section is devoted to deriving the dimension of the
solution space of (84) from Theorem 4 when particularized to A = B. As shown in [8], the
real dimension of the solution space of (84) depends on the canonical form for ∗congruence
(CF*C) of A. For the sake of completeness, we first recall this canonical form.

Theorem 6 (Canonical form for ∗congruence) [13, Theorem 1.1 (b)] Each square com-
plex matrix is ∗congruent to a direct sum, uniquely determined up to permutation of sum-
mands, of canonical matrices of the three types:

Type 0 Jk(0)
Type I αΓk, |α| = 1
Type II H2k(µ), |µ| > 1

In order to establish this one-to-one correspondence between the (blocks in the) CF*C
of A and the (blocks in the) KCF of A+λA∗, we have to take into account that the KCF of
a ∗palindromic pencil A+ λA∗ is subject to the following restrictions:

(i) The left and right minimal indices of A+λA∗ coincide, that is, if ε is a right
minimal index of A+λA∗ then it is also a left minimal index and vice versa.

(ii) The finite blocks associated with eigenvalues |µ| ̸= 1 occur in pairs:
Jk(−µ)+λIk, Jk(−1/µ)+λIk (here we understand that the blocks associated
with 0 are paired up with infinite blocks).

With these restrictions in mind, the relationship between the CF*C of A and the KCF
of A+ λA∗ is given in following theorem.

Theorem 7 The CF*C of A is related to the KCF of the ∗palindromic pencil A + λA∗ by
the following one-to-one correspondence between canonical blocks:

(i) The CF∗C of A contains a type 0 block with even size, J2k(0), if and only if
the KCF of A+λA∗ contains a pair consisting of an infinite block and finite
block associated with 0, (Jk(0) + λIk)⊕Nk.

(ii) The CF∗C of A contains a type 0 block with odd size, J2k+1(0), if and only if
the KCF of A+ λA∗ contains a pair consisting of a right singular block and
a left singular block, Lk ⊕ LT

k .
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(iii) The CF∗C of A contains a type 1 block, αΓk with |α| = 1, if and only if
the KCF of A + λA∗ contains a finite block associated with the eigenvalue
(−1)kα2, Jk((−1)k+1α2) + λIk.

(iv) The CF∗C of A contains a type 2 block, H2k(µ) with |µ| > 1, if and only
if the KCF of A + λA∗ contains a pair of finite blocks associated with the
eigenvalues −µ and −1/µ, (Jk(µ) + λIk)⊕ (Jk(1/µ) + λIk).

Proof. The proof mimics that of Theorem 4 in [6]. More precisely, for claims (i) and (ii) we
simply note that J2k(0) is

∗congruent to H2k(0) [17, p. 493] and J2k+1(0) is
∗congruent to[

0
Bk

Ak

0

]
[17, p. 492]. For claim (iii) we use the identity

(αΓk)
−∗ ((αΓk) + λ(αΓk)

∗) =


(−1)k+1α2 2 N

(−1)k+1α2 . . .

. . . 2
0 (−1)k+1α2

+ λIk,

where the symbol N denotes entries with no relevance to the argument. Now (iii) follows from
the uniqueness of the KCF. Claim (iv) is also an immediate consequence of the uniqueness
of the KCF. �

In the following tables we show the correspondence between the quantities in the main
result of [8] (Theorem 3.3 in that reference) and the ones obtained from Theorem 4 for the
particular case A = B. We follow the same conventions as the transpose case in 6.1.1. We
will use the notation i :=

√
−1.

Pair of finite blocks (eigenvalues −µ,−1/µ with |µ| > 1)

Block Dimension

KCF of A+ λA∗:

(Jk(µ) + λIk)⊕ (Jk(1/µ) + λIk)

dimR S∗(Jk(µ) + λIk, Jk(1/µ) + λIk) = 2k
dimR S∗(Jk(µ) + λIk, Lε) = 2k
dimR S∗(Jk(1/µ) + λIk, Lε) = 2k

For ν = µ:
dimR S∗(Jk(µ) + λIk, Jℓ(1/ν) + λIℓ) = 2min{k, ℓ}
dimR S∗(Jk(1/µ) + λIk, Jℓ(ν) + λIℓ) = 2min{k, ℓ}

CF*C of A:

H2k(µ)

codimH2k(µ) = 2k
inter (H2k(µ), J2ε+1(0)) = 4k

For ν = µ:
inter (H2k(µ),H2ℓ(ν)) = 4min{k, ℓ}

Pair of finite block (eigenvalue 0) and infinite block

Block Dimension

KCF of A+ λA∗:

(Jk(0) + λIk)⊕Nk

dimR S∗(Nk, Lε) = 2k
dimR S∗(Jk(0) + λIk, Lε) = 2k
dimR S∗(Jk(0) + λIk, Nk) = 2k

dimR S∗(Jk(0) + λIk, Nℓ) = 2min{k, ℓ}
dimR S∗(Nk, Jℓ(0) + λIℓ) = 2min{k, ℓ}

CF*C of A:

J2k(0)

codim J2k(0) = 2k
inter (J2k(0), J2ε+1(0)) = 4k

inter (J2k(0), J2ℓ(0)) = 4min{k, ℓ}
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Single finite block (eigenvalue (−1)kα2 with |α| = 1)

Block Dimension

KCF of A+ λA∗:

(Jk((−1)k+1α2) + λIk)

dimR S∗(Jk((−1)k+1α2) + λIk) = k
dimR S∗(Jk((−1)k+1α2) + λIk, Lε) = 2k

For k, ℓ with the same parity and β = ±α:
dimR S∗(Jk((−1)k+1α2) + λIk, Jℓ((−1)ℓ+1β2) + λIℓ) = 2min{k, ℓ}

For k, ℓ with different parity and β = ±iα:
dimR S∗(Jk((−1)k+1α2) + λIk, Jℓ((−1)ℓ+1β2) + λIℓ) = 2min{k, ℓ}

CF*C of A:

αΓk

codimαΓk = k
inter (αΓk, J2ε+1(0)) = 2k

For k, ℓ with the same parity and β = ±α:
inter (αΓk, βΓℓ) = 2min{k, ℓ}

For k, ℓ with different parity and β = ±iα:
inter (αΓk, βΓℓ) = 2min{k, ℓ}

Pair of right/left singular blocks

Block Dimension

KCF of A+ λA∗:

Lε ⊕ LT
ε

dimR S∗(Lε) = 2ε
dimR S∗(Lε, L

T
ε ) = 2

dimR S∗(Lε, Nu) = 2u
dimR S∗(Lε, Ju(0) + λIu) = 2u

dimR S∗(Lε, Jℓ((−1)ℓ+1α2) + λIℓ) = 2ℓ
dimR S∗(Lε, Jℓ(µ) + λIℓ) + dimR S∗(Lε, Jℓ(1/µ) + λIℓ) = 2 · 2ℓ = 4ℓ

dimR S∗(Lε, Lη) + dimR S∗(Lε, L
T
η )

+dimR S∗(LT
ε , Lη) =

{
2max{2ε+ 1, 2η + 1}, if η ̸= ε,

4ε+ 4, if η = ε.

CF*C of A:

J2ε+1(0)

codimJ2ε+1(0) = 2
⌈
2ε+1
2

⌉
= 2ε+ 2

inter (J2ε+1(0), J2u(0)) = 4u
inter (J2ε+1(0), αΓℓ) = 2ℓ

inter (J2ε+1(0),H2ℓ(µ)) = 4ℓ

inter (J2ε+1(0), J2η+1(0)) =

{
2max{2ε+ 1, 2η + 1}, if η ̸= ε,

4ε+ 4, if η = ε.

Notice that the restrictions β = ±α and β = ±iα in the third table above arise in the following
way: in order for dimR S∗(Jk((−1)k+1α2)+λIk, Jℓ((−1)ℓ+1β2)+λIℓ) to be nonzero, we need

(−1)k+1α2 · (−1)ℓ+1β
2
= 1.

This holds if and only if α2 = (−1)k+ℓβ2, so that β = ±α if k and ℓ have the same parity
while β = ±iα if k and ℓ have different parity.

6.2 The particular cases A = ±B⋆

The procedure described in Section 2 to solve equation (1) simplifies considerably in the case
where B = ±A⋆, because in this case the pencil A + λB⋆ becomes (1 ± λ)A, so its KCF is
just (1 ± λ) times the canonical form for strict equivalence of A ∈ Cm×n. This canonical
form reduces to

PAQ = Ir ⊕ 0(m−r)×(n−r), (85)
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where r = rankA and P ∈ Cm×m, Q ∈ Cn×n are nonsingular matrices. As a consequence,
the original equation AX ±X⋆A⋆ = 0 can be reduced, by strict equivalence, to

(Ir ⊕ 0(m−r)×(n−r))Y ± Y ⋆(Ir ⊕ 0(n−r)×(m−r)) = 0,

with Y = Q−1XP ⋆. If we partition the unknown Y =
[
Y11

Y21

Y12

Y22

]
conformally with the

partition of the coefficient matrices, that is Y11 ∈ Cr×r, Y12 ∈ Cr×(m−r), Y21 ∈ C(n−r)×r,
and Y22 ∈ C(n−r)×(m−r), then we see that Y21 and Y22 can be chosen freely, and we get the
following system of equations

Y11 ± Y ⋆
11 = 0

Y12 = 0 ,

In the case B = A⋆ the first equation is Y11 + Y ⋆
11 = 0, so Y11 is an arbitrary r × r skew-

symmetric matrix if ⋆ = T or an arbitrary skew-hermitian matrix if ⋆ = ∗, whereas in the
case B = −A⋆ we get Y11 − Y ⋆

11 = 0, so that Y11 is an arbitrary r × r symmetric matrix
if ⋆ = T or an arbitrary hermitian matrix when ⋆ = ∗. As a consequence, we achieve the
following results.

Theorem 8 Let A ∈ Cm×n be a matrix with rank r. Then the dimension of the solution

space of the equation AX +XTAT = 0 is equal to m(n− r) + r(r−1)
2 , and the dimension of

the solution space of AX −XTAT = 0 is equal to m(n− r) + r(r+1)
2 .

Theorem 9 Let A ∈ Cm×n be a matrix with rank r. Then the real dimension of the solution
space of the equation AX ±X∗A∗ = 0 is equal to 2m(n− r) + r2.

Notice that the previous arguments also provide a simple procedure to obtain the explicit
solution of both equations in terms of the change matrices P and Q. More precisely, the
solution of AX +X⋆A⋆ = 0 (respectively, AX −X⋆A⋆ = 0) is

X = Q

[
Y11 0
Y21 Y22

]
P−⋆,

where P and Q are as in (85), Y11 is an arbitrary skew-symmetric (respectively, symmetric)
matrix if ⋆ = T and skew-hermitian (resp. hermitian) if ⋆ = ∗, and Y21 ∈ C(n−r)×r and
Y22 ∈ C(n−r)×(m−r) are arbitrary.

The approach followed here for AX±X⋆A⋆ = 0 is similar to the one in [15] and, actually,
theorems 8 and 9 were already stated in that paper [15, theorems 3, 5 and 6]. The equations
AX ±XTAT = 0 were solved also in [2] using projectors and generalized inverses of A.

6.3 The operator X 7→ AX +X⋆B

First, notice that, in order for this operator to be well-defined, A and B⋆ must have the same
dimension. But, if A,B⋆ ∈ Cm×n, then the matrix X is of size n ×m, whereas the matrix
AX +X⋆B is m×m. Then, we must have m = n in order for the dimension of the domain
to match the dimension of the range. As a consequence, the pencil A+λB⋆ must be square.

Notice, also, that the operator is linear in C only if ⋆ = T , whereas if ⋆ = ∗ then it is
linear over R. We consider separately these cases and state, in theorems 10 and 11, necessary
and sufficient conditions for these operators to be invertible.

Theorem 10 (Lemma 8 in [14]) Let A,B ∈ Cm×m be given. Then the linear operator in
Cm×m

X 7→ AX +XTB

is invertible if and only if the following conditions hold:

(1) The pencil A+ λBT is regular,

(2) if µj ̸= −1 is an eigenvalue of A + λBT , then 1/µj is not an eigenvalue of A + λBT ,
and
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(3) if −1 is an eigenvalue of A+ λBT , then it has algebraic multiplicity 1.

Note that, in particular, 1 can not be an eigenvalue of A+ λBT .

Proof. Let us first prove that conditions (1–3) are necessary. The linear operator X 7→
AX +XTB is injective if and only if the only solution to

AX +XTB = 0

is the null matrix.
Now, looking at the dimension count in Theorem 3, in order for the dimension of the

solution space of AX +XTB = 0 to be zero, the KCF of A+λBT must fulfill the following
restrictions:

(a) It cannot contain right singular blocks.

(b) µ = 1 cannot be an eigenvalue of A+ λBT .

(c) The finite blocks associated with the eigenvalue −1, if present, must be of size 1× 1.

(d) If µ ̸= ±1 is an eigenvalue of A + λBT then 1/µ cannot be an eigenvalue (here we
understand that if µ = 0 then 1/µ is the infinite eigenvalue).

Notice that, since A + λBT is square, the number of right minimal indices equals the
number of left minimal indices so, by (a), left singular blocks can not appear either. Hence,
conditions (1–3) are necessary in order for the operator X 7→ AX +XTB to be invertible.
Conversely, notice that if (a–d) hold, then the dimension of the solution space of (1) is zero,
so they are also sufficient. �

Theorem 11 (Lemma 8 in [14]) Let A,B ∈ Cm×m be given. Then the R-linear operator in
Cm×m

X 7→ AX +X∗B

is invertible if and only if the following conditions hold:

(1) The pencil A+ λB∗ is regular,

(2) if µj is an eigenvalue of A+ λB∗, then 1/µj is not an eigenvalue of A+ λB∗.

Note that, in particular, A+ λB∗ can not contain eigenvalues on the unit circle.

Proof. The proof is similar to that of Theorem 10, but it is based on the dimension count
stated in Theorem 4. We simply remark that, in order for this dimension to be zero, the
KCF of A + λB∗ can not contain neither right singular blocks nor eigenvalues µi, µj with
µiµj = 1. �

7 Conclusions and future work

We have presented a method to find the general solution of the homogeneous Sylvester
equations for ⋆congruence AX +X⋆B = 0 over C in terms of the Kronecker canonical form
of the matrix pencil A+ λB⋆. In this way, this paper completes the work presented by the
authors in references [7] and [8] for the equations AX +X⋆A = 0, where the canonical form
for congruence of A was used as the main tool, and also the results in references [3, 9, 14, 20]
for the nonhomogeneous equation AX + X⋆B = C. Several problems still remain open
in this area. Among them we cite: the development of a numerical algorithm to find the
general solution of AX+X⋆B = 0, that is, a basis of the solution space, as well as numerical
algorithms for determining when AX+X⋆B = C is consistent and for computing its general
solution in this case. These problems will probably require the use of stable algorithms to
compute the GUPTRI form of the matrix pencil A+ λB⋆ as those presented in [4, 5, 19].
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A Appendix: The solution of XJk((−1)k+1) = −XT

This appendix is devoted to proving that the general solution of XJk((−1)k+1) = −XT

depends on ⌊k/2⌋ free parameters, a result that was used in the proof of Lemma 9. The
proof of this result is just a slight modification of the one given in [7, Appendix A] for the
equation XJk((−1)k) = −XT , though we include the proof here for the sake of completeness.
We will present the case k odd in detail, which is similar to the case k even in [7, Appendix
A], while we only state the main results for k even. We want to point out that our proof
also provides an algorithm to obtain the explicit solution of the equation (Lemma 36 for k
odd and Lemma 38 for k even).

A.1 Solution for k odd

We present first necessary and sufficient conditions in terms of entries for a matrix X to be
a solution of XJk(1) = −XT .

Lemma 35 Let k > 0 be an odd number. A matrix X = [xij ]
k
i,j=1 ∈ Ck×k is a solution of

XJk(1) = −XT if and only if X satisfies the following three conditions

xij = 0 if 2 ≤ i+ j ≤ k + 1, (86)

xij + xji = −xi,j−1 if k + 2 ≤ i+ j ≤ 2k and 2 ≤ j ≤ i ≤ k, (87)

xi,j−1 = xj,i−1 if k + 2 ≤ i+ j − 1 ≤ 2k − 1 and 2 ≤ j < i ≤ k. (88)

Note, in particular, that every solution of XJk(1) = −XT is lower anti-triangular by (86).

Proof. The arguments in the proof of Lemma 11 in [7], which are valid for both k even and
odd, show that X is a solution of XJk(1) = −XT if and only if the following conditions on
X hold

xij = 0 if 2 ≤ i+ j ≤ k, (89)

xk1 + x1k = 0, (90)

xij + xji = −xi,j−1 if k + 1 ≤ i+ j ≤ 2k and 2 ≤ j ≤ i ≤ k, (91)

xi,j−1 = xj,i−1 if k + 1 ≤ i+ j − 1 ≤ 2k − 1 and 2 ≤ j < i ≤ k. (92)

In the present case (k odd) we can further show that xij = 0 for i+ j = k + 1. To see this,
first notice that x k+1

2 , k+1
2

= 0 by (91) with i = j = (k+1)/2 and the fact that x k+1
2 , k−1

2
= 0

derived from (89). Now, from (92) we have

x k+3
2 , k−1

2
= x k+1

2 , k+1
2

= 0,

and, from (91) and using also (89) for i+ j = k, we get

x k−1
2 , k+3

2
= −x k+3

2 , k−1
2

= 0.

Proceeding recursively in this way, applying both (92) and (91), and also (89) for i+ j = k,
we obtain:

0 = x k+5
2 , k−3

2
= x k−3

2 , k+5
2

= . . . = xk−1,2 = x2,k−1 = xk1.
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Finally, using (90) we also get x1k = 0.
As a consequence, the system of equations (89–92) is equivalent to (86–88), and the result

follows. �

Observe that (86) amounts to (k2 + k)/2 equations on the entries of X, (87) amounts
to 2 · (1 + 2 + · · ·+ (k − 1)/2) = (k2 − 1)/4 equations, and finally (88) amounts to 2 ·
(1 + 2 + · · ·+ (k − 3)/2) = (k2 − 4k + 3)/4 equations. This makes a total number of
k2 − (k − 1)/2 equations in (86–88). Therefore, the general solution of XJk(1) = −XT

depends on at least (k − 1)/2 free parameters (it might depend on more than (k − 1)/2 free
parameters if equations (86–88) are linearly dependent). We will show in Lemma 36 that the
general solution of XJk(1) = −XT depends precisely on (k − 1)/2 free parameters, because
if equations (86–88) are arranged in an appropriate order, then it is evident that certain
(k − 1)/2 entries of X determine uniquely the remaining ones. This appropriate order con-
sists in ordering equations (87–88) by anti-diagonals in such a way that every anti-diagonal
Ls = {xij : i+ j = s} is obtained from Ls−1.

Lemma 36 If k > 0 is an odd number, then the general solution X of XJk(1) = −XT

depends on (k − 1)/2 free variables. In particular, the entries

x k+3
2 , k+1

2
, x k+5

2 , k+3
2
, x k+7

2 , k+5
2
, . . . , xk,k−1,

can be taken as free variables and then the remaining entries of X are uniquely determined
by the following algorithm:

set xij = 0 if 2 ≤ i+ j ≤ k
for s = k + 2 : 2k

if s is odd

h = s+1
2

xh,h−1 is a free variable
xh−1,h = −xh,h−1 − xh,h−2

else

h = s
2

xhh = −(xh,h−1)/2

endif
for i = h+ 1 : k

xi,s−i = xs−(i−1),i−1

xs−i,i = −xi,s−i − xi,s−i−1

endfor

endfor

For simplicity, in this algorithm we define xk0 ≡ 0 and it is understood that the inner loop
“for i = h+ 1 : k” is not performed if h+ 1 > k.

Proof. Note that the algorithm arranges all the equations in (86–88) in an order that
allows each entry to be computed from entries that are already known. We only remark
that xh,h = −(xh,h−1)/2 is (87) with i = j = h, that xh−1,h = −xh,h−1 − xh,h−2 and
xs−i,i = −xi,s−i − xi,s−i−1 are special cases of (87) with appropriate indices, and that
xi,s−i = xs−(i−1),i−1 is a particular case of (88). Since we have already established that the
general solution of XJk(1) = −XT depends on at least (k − 1)/2 free parameters, and all
the equations in (86–88) are satisfied in the algorithm in a unique way for any selection of
arbitrary values of the (k− 1)/2 entries xh,h−1, for h = (k+3)/2, (k+5)/2, (k+7)/2, . . . , k,
then the number of free variables is precisely (k − 1)/2. �
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A.2 Solution for k even

We state without proofs counterparts of Lemmas 35 and 36. The proofs are similar to those
of Lemmas 35 and 36 with the corresponding variations.

Lemma 37 Let k > 0 be an even number. A matrix X = [xij ]
k
i,j=1 ∈ Ck×k is a solution of

XJk(−1) = −XT if and only if X satisfies the following four conditions

xij = 0 if 2 ≤ i+ j ≤ k + 1,

xi,i−1 = 0 if i = k
2 + 2, k

2 + 3, . . . , k,

xij − xji = xi,j−1 if k + 2 ≤ i+ j ≤ 2k − 1 and 2 ≤ j < i ≤ k,

xi,j−1 = −xj,i−1 if k + 2 ≤ i+ j − 1 ≤ 2k − 1 and 2 ≤ j < i ≤ k.

Note, in particular, that every solution of XJk(−1) = −XT is lower anti-triangular.

A similar count to the one for Lemma 35 gives that the total amount of equations in the
statement of Lemma 37 is(
k(k + 1)

2

)
+

(
k

2
− 1

)
+

(
2 · (1 + 2 + · · ·+ k

2
− 1)

)
+

(
2 · (1 + 2 + · · ·+ k

2
− 2) +

k

2
− 1

)
=

k2 + k

2
+

k

2
− 1 +

k2

4
− k

2
+

k2

4
− k + 1 = k2 − k

2
.

Then the solution of XJk(−1) = −XT depends on at most k/2 free variables for k even.
The following lemma shows that it actually depends on exactly k/2 variables, and provides
these variables.

Lemma 38 Let k > 0 be an even number, then the general solution X of XJk(−1) = −XT

depends on k/2 free variables. In particular, the entries

x k+2
2 , k+2

2
, x k+4

2 , k+4
2
, x k+6

2 , k+6
2
, . . . , xk,k,

can be taken as free variables and then the remaining entries of X are uniquely determined
by the following algorithm:

set xij = 0 if 2 ≤ i+ j ≤ k
for s = k + 2 : 2k

if s is odd

h = s+1
2

xh,h−1 = 0
xh−1,h = xh,h−1 − xh,h−2

else

h = s
2

xhh is a free variable

endif
for i = h+ 1 : k

xi,s−i = −xs−(i−1),i−1

xs−i,i = xi,s−i − xi,s−i−1

endfor

endfor

For simplicity, in this algorithm we define xk0 ≡ 0 and it is understood that the inner loop
“for i = h+ 1 : k” is not performed if h+ 1 > k.
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B Appendix: The solution to Jk(µ)X = −X∗ with |µ| = 1

This appendix is devoted to proving that the general solution of Jk(µ)X = −X∗ for |µ| = 1
depends on k free parameters, a result that was used in the proof of Lemma 24. This is
proved using techniques similar to those used in Appendix A; we present the case k even in
detail, while we only state the main results for k odd.

B.1 Solution for k even

Lemma 39 Let k > 0 be an even number. A matrix X = [xij ]
k
i,j=1 ∈ Ck×k is a solution of

Jk(µ)X = −X∗ for |µ| = 1 if and only if X satisfies the following three conditions:

xij = 0 if k + 1 < i+ j ≤ 2k, (93)

µxij + xji = −xi+1,j if 2 ≤ i+ j ≤ k + 1 for 1 ≤ i ≤ j ≤ k, (94)

xi+1,j = µxj+1,i if 3 ≤ i+ j ≤ k for 1 ≤ i < j ≤ k − 1. (95)

Note, in particular, that every solution of Jk(µ)X = −X∗ for |µ| = 1 is upper anti-triangular
by (93).

Proof. When written entry-wise, (64) is equivalent to the system of equations

µxij + xi+1,j + xji = 0 for 1 ≤ i ≤ k − 1, 1 ≤ j ≤ k, (96)

µxkj + xjk = 0 for 1 ≤ j ≤ k. (97)

We first show that (96) and (97) imply (93). This is proven by induction on the nth row
and column starting from the kth pair and moving downwards. Multiplying (97) by µ and
taking conjugates, we get that (97) is equivalent to µxjk +xkj = 0. Now, by setting j = k in
(96) and adding these equations, it follows that xi+1,k = 0 for i = 1, . . . , k − 1, i.e., xik = 0
for i = 2, . . . , k, which also gives xki = 0 for i = 2, . . . , k by (97). This proves the base case.
Suppose the claim holds for some n ≤ k, that is, xin = xni = 0 when k + 1 < i + n ≤ 2k.
If we set ℓ = k − n + 2, then this means xin = xni = 0 for i = ℓ, . . . , k. Now, by setting
i = n− 1 and j = n− 1 separately in (96), we obtain

µxn−1,j + xnj + xj,n−1 = 0 for 1 ≤ j ≤ k, (98)

and µxi,n−1 + xi+1,n−1 + xn−1,i = 0 for 1 ≤ i ≤ k − 1. (99)

By the inductive hypothesis, (98) implies µxn−1,j + xj,n−1 = 0 for j = ℓ, . . . , k, which is in
turn equivalent to µxj,n−1 + xn−1,j = 0 (multiply by µ and take conjugates). Subtracting
this from (99), we have xi+1,n−1 = 0 for i = ℓ, . . . , k − 1, i.e., xi,n−1 = 0 for i = ℓ+ 1, . . . , k.
This implies xn−1,i = 0 for i = ℓ+ 1, . . . , k as well by (98) and the inductive hypothesis.
Therefore (96) and (97) imply xij = 0 for k + 1 < i+ j ≤ 2k, and an elementary argument
allows us to conclude that (96) and (97) are in fact equivalent to

xij = 0 if k + 1 < i+ j ≤ 2k, (100)

µxij + xji = −xi+1,j if 2 ≤ i+ j ≤ k + 1 for 1 ≤ i ≤ k − 1, 1 ≤ j ≤ k. (101)

Now, consider any pair i, j with i ̸= j. By the two equations from (101) involving this pair
we have xi+1,j = µxj+1,i. Thus (100) and (101) imply (93–95).
On the other hand, to see that (93–95) are actually equivalent to (100) and (101) (and
consequently (96) and (97)), notice that we only need to show that (93–95) imply (101)
when j < i. Since j < i, by (94) and (95) we have

µxji + xij = −xj+1,i and xj+1,i = µxi+1,j .

Combining these equalities, then multiplying by µ and taking conjugates, it follows that
(101) holds. This completes the proof. �
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Observe that (93) amounts to (k2 − k)/2 equations on the entries of X, (94) amounts to
(k2/4) + (k/2) equations, and (95) amounts to (k2/4) − (k/2). This gives a total number
of k2 − (k/2) equations in (93–95). Therefore, the general solution of Jk(µ)X = −X∗ for
|µ| = 1 depends on at least k free real parameters (it may depend on more than k free
parameters if equations (93–95) are linearly dependent). We will show in Lemma 40 that the
general solution of Jk(µ)X = −X∗ for |µ| = 1 depends on precisely k free real parameters,
since if equations (93–95) are arranged in an appropriate order, then it is evident that (k/2)
particular entries of X uniquely determine the remaining ones. Each of these (k/2) entries
gives 2 free real variables. At each step we take a diagonal entry xii as a free variable,
starting from x k

2
k
2
, and we set the entries in the ith row and the ith column above the main

anti-diagonal as linear combinations of xii, . . . , x k
2

k
2
. We state Lemma 40 without proof since

the proof is nearly identical to that of Lemma 12 in [7].

Lemma 40 If k > 0 is an even number, then the general solution of Jk(µ)X = −X∗ for
|µ| = 1 depends on k free real variables. In particular, the complex and imaginary parts of
the entries

x11, x22, . . . , x k
2

k
2
,

can be taken as free variables and then the remaining entries of X are uniquely determined
by the following algorithm:

set xij = 0 for k + 2 ≤ i+ j ≤ 2k
for s = 1 : k

2

h = k
2 − s+ 1

xhh = ahh + ibhh is a free variable
xh+1,h = − (µxhh + xhh)
xh,h+1 = −µ (xh+1,h + xh+1,h+1)
for i = 2 : 2s− 1

xh+i,h = µxh+1,h+i−1

xh,h+i = −µ (xh+i,h + xh+1,h+i)

endfor

endfor

B.2 Solution for k odd

The following two lemmas are the counterparts of lemmas 39 and 40. The proofs are nearly
identical to those of lemmas 39 and 40 with the corresponding variations.

Lemma 41 Let k > 0 be an odd number. A matrix X = [xij ]
k
i,j=1 ∈ Ck×k is a solution of

Jk(µ)X = −X∗ for |µ| = 1 if and only if X satisfies the following five conditions:

xij = 0 if k + 1 < i+ j ≤ 2k,

µxij + xji = −xi+1,j if 2 ≤ i+ j ≤ k for 1 ≤ i ≤ j ≤ k,

xi+1,j = µxj+1,i if 3 ≤ i+ j ≤ k for 1 ≤ i < j ≤ k − 1,

µxij + xji = 0 if i+ j = k + 1, i < j,

µx k+1
2 , k+1

2
+ x k+1

2 , k+1
2

= 0.

Note, in particular, that every solution of Jk(µ)X = −X∗ for |µ| = 1 is upper anti-triangular.

Lemma 42 If k > 0 is an odd number, then the general solution of Jk(µ)X = −X∗ for
|µ| = 1 depends on k free real variables. In particular, the complex and imaginary parts of
the entries

x11, x22, . . . , x k−1
2 , k−1

2
,
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can be taken as free variables while the entry x k+1
2 , k+1

2
contributes one free real variable, so

that the remaining entries of X are uniquely determined by the following algorithm:

set xij = 0 for k + 2 ≤ i+ j ≤ 2k
If µ ̸= 1,

a k+1
2 , k+1

2
is a free variable (real),

b k+1
2 , k+1

2
= − i(µ+1)

µ−1 · a k+1
2 , k+1

2

else

b k+1
2 , k+1

2
is a free variable

a k+1
2 , k+1

2
= 0

endif
x k+1

2 , k+1
2

= a k+1
2 , k+1

2
+ ib k+1

2 , k+1
2

for s = 1 : k−1
2

h = k−1
2 − s+ 1

xhh = ahh + ibhh is a free variable
xh+1,h = −(µxhh + xhh)
xh,h+1 = −µ(xh+1,h + xh+1,h+1)
for i = 2 : 2s

xh+i,h = µxh+1,h+i−1

xh,h+i = −µ(xh+i,h + xh+1,h+i)

endfor

endfor

Proof. The only difference with the case “k even” is in lines 2-9, in the definition of x k+1
2 , k+1

2
.

If we set x k+1
2 , k+1

2
= a k+1

2 , k+1
2

+ ib k+1
2 , k+1

2
, then we know

(µ+ 1)a k+1
2 , k+1

2
+ i(µ− 1)b k+1

2 , k+1
2

= 0.

Notice that, because |µ| = 1, the quotient i(µ+1)
µ−1 in line 4 gives a real number for µ ̸= 1. �
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[10] D. S. Djordević, Explicit solution of the operator equation A∗X+X∗A = B, J. Comput.
Appl. Math., 200:701–704, 2007.

[11] F. R. Gantmacher, The Theory of Matrices, Chelsea, New York, 1959.

[12] R. A. Horn, C. R. Johnson, Topics in Matrix Analysis, Cambridge University Press,
1991.

[13] R. A. Horn, V. V. Sergeichuk, Canonical forms for complex matrix congruence and
∗congruence, Linear Algebra Appl., 416:1010–1032, 2006.
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