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Abstract

We investigate proteins within heterogeneous cell membranes where non-equilibrium
phenomena arises from spatial variations in concentration and temperature. We develop
simulation methods building on non-equilibrium statistical mechanics to obtain
stochastic hybrid continuum-discrete descriptions which track individual protein
dynamics, spatially varying concentration fluctuations, and thermal exchanges. We
investigate biological mechanisms for protein positioning and patterning within
membranes and factors in thermal gradient sensing. We also study the kinetics of
Brownian motion of particles with temperature variations within energy landscapes
arising from heterogeneous microstructures within membranes. The introduced
approaches provide self-consistent models for studying biophysical mechanisms involving
the drift-diffusion dynamics of individual proteins and energy exchanges and
fluctuations between the thermal and mechanical parts of the system. The methods also
can be used for studying related non-equilibrium effects in other biological systems and
soft materials.

Author Summary

We introduce theoretical frameworks and computational simulation methods for
modeling and investigating protein dynamics within heterogeneous membranes in
non-equilibrium regimes. A hybrid discrete-continuum approach is developed allowing
for tracking individual proteins and their coupling to spatial variations in concentration
and temperature captured by continuum fluctuating fields. Investigations are performed
of biological processes and related phenomena arising from fluctuations, gradients in
concentration, variations in temperature, and other non-equilibrium effects.

Introduction

Cellular membranes are heterogeneous mixtures of proteins, lipids, and other small
molecules [1-6]. The spatial-temporal organization of membrane proteins and their
kinetics play important roles in biological functions [7—10]. This often involves
non-equilibrium processes [11-13] and related phenomena breaking

detailed-balance [14,15]. This includes active transport by motor proteins [16-18],
mitochondrial ATP synthesis [19-21], ion exchanges by pumps and facilitated
diffusion [1,22], active cytoskeletal forces [23,24], and other mechanisms [1,11]. A
fundamental challenge in studying many of these cellular processes, and related in wvitro
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experimental systems, is to gain insights into the membrane proteins and their
spatial-temporal distribution and kinetics. This is impacted by drift-diffusion dynamics
and reactions coupled to signals originating both within the cell and from the
surrounding environment [1,25-27]. Cellular and environmental factors can include local
variations and gradients in concentrations of signaling molecules [28-30] and variations
in external temperatures [31,32]. Recent in vitro experiments also have been developed
to probe the interactions of proteins and synthetic particles with local concentration and
temperature gradients, and to manipulate them at the single-molecule level [31,33-37].

Capturing non-equilibrium effects important in these biological systems and
experimental assays poses several challenges for theoretical modeling and practical
simulation. This includes the need to capture the drift-diffusion dynamics of proteins as
they move through regions in the membrane having different concentrations,
temperatures, or other types of heterogeneity. In addition to the dynamics of the
protein motions, the concentration and temperature fields can change over time from
exchanges of mass and energy. For continuum mechanics descriptions at such
spatial-temporal scales, both local concentrations and temperatures can spontaneously
fluctuate from under-resolved smaller-scale exchanges.

Most theoretical modeling and simulation methods treat homogeneous systems. This
includes Brownian-Stokesian Dynamics [38,39], Coarse-grained approaches with
Langevin thermostats [40-42], and continuum mechanics formulations such as
Stochastic Immersed Boundary Methods (SIBMs) [43-45] and Stochastic Eulerian
Lagrangian Methods (SELMs) [46,47]. These computational simulation methods are
based on continuum hydrodynamic descriptions and statistical mechanics primarily in
regimes at thermodynamic equilibrium.

Related work treating non-equilibrium regimes include recent theoretical and
simulation studies of Hot Brownian Motion and Soret effects that treat diffusion of
particles within temperature gradients [48,49]. This has been modeled by using
temperature dependent viscosities [49], renormalized diffusivities [32], or through
molecular dynamics simulations of a particle in Lennard-Jones fluids [50-52]. There also
has been some work using fluctuating hydrodynamics to derive generalized Langevin
equations for Hot Brownian Motions for translational and rotational motions [51,53].
Most of these approaches assume regimes with time-scale separation where they can
reduce the descriptions to effective tensors for a single particle and do not track changes
in the temperature or concentration fields and their fluctuations.

We develop here non-equilibrium statistical mechanics approaches that use hybrid
discrete-continuum descriptions. We capture both the individual protein drift-diffusion
dynamics and the spatial-temporal evolution and fluctuations arising from spatially
varying concentration and temperature fields within the membrane. We couple proteins
tracked at the single-molecule level with these fields. We also develop stochastic
numerical methods to obtain practical simulation approaches. We consider in this initial
work the case when the membranes are treated as static without shape undulations
where the geometry remains approximately flat. We develop methods for capturing
non-equilibrium effects impacting the drift-diffusion dynamics of individual proteins
within heterogeneous environments.

We demonstrate how our approaches can be used to investigate phenomena in
membrane-protein systems that include (i) how concentration gradients and kinetics
drive the spatial organization of proteins, (ii) the roles of fluctuations in the encoding of
signals by proteins to sense external thermal gradients, and (iii) how localized laser
heating, as in in vitro experiments, can probe and impact protein escape kinetics from
local energy wells within heterogeneous membranes. Our introduced simulation
methods also can be used to investigate other non-equilibrium phenomena for systems
where significant roles are played by particle drift-diffusion dynamics coupled to local
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variations and fluctuations in concentration or temperature.

Materials and methods

Membrane-Protein System: Stochastic Non-Equilibrium Model

We model the membrane and proteins using a hybrid stochastic continuum-discrete
approach. For the drift diffusion dynamics of an individual protein, we use

dX
= MxxFx +kgOp (Vx - Mxx)+ Hipm, x. (1)

The protein location within the membrane is denoted by X and the forces by F. The
overdamped kinematic hydrodynamic response to an applied force is give by the
mobility M xx [39,40,54]. In the case of conservative forces, we have Fx = —0xU. We
discuss more details below. The membrane concentration field g(x,t) has dynamics

dq(z,1)
ot

= div(kVq(z,t)) — div (—flyq(x,t)vfb(x; X)) + Ethm,q- (2)

The membrane temperature field 6o (x,t) is governed by

89()(1‘,t) _ V- (Hccvec(x,t)) _ ch(l‘;X) (ec(m,t) — 0]) (3)
ot co cc
Vo : AVq(x,t coV®): L (VP
R kVq(z,t) N (©V®) : 2 (cV®) g oo (@1).
ce cc

The temperature of the protein is denoted by #p. We also model the nearby region of
lipids surrounding the protein and its surface as an interfacial region with temperature
fr. These are governed by

8913 RKpr (HP—GI) F};MXX:FX
-/ = _ 4
8t cp + cp + Gthm,@pa ( )
9 _ Epr(Op—01) / ror(@; X) Pc(@,t) = 0r) G,

ot cr Cr

The interfacial region models the coarse-grained coupling between the proteins and the
surrounding lipids allowing for modeling effects that are under-resolved in point-particle
models. This allows for modeling additional state information for exchanges in energy
and momentum between the protein and the membrane.

The X(t) gives the configuration for the protein with hydrodynamic drift captured
by the mobility My x = Mxx (X, q,0p) when subjected to force Fx. The divergence
term in equation 1 arises from the spatial dependence of the diffusivity based on the
particle temperature p and mobility [54,55]. The kp is the Boltzmann constant. The
thermal fluctuations are denoted by Hyp,, x. For convenience, we also alternatively
refer to the combined contributions of the fluctuations to the protein using notation
Ginm,x = kplp (Vx -Mxx) +Hypm, x.

The g(z,t) gives the fluctuating concentration field of a chemical species that
interacts with the protein [44,47,56]. The force acting on the protein and coupled to the
local concentration field is given by

Fx =—-0xU=-Vx¥(X)+ / —Vx®(x; X)coq(x, t)de. (5)
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The ¥(X) gives a potential energy of the protein. The ®(r, X) denotes a chemical
potential for the free energy of the molecules of the chemical species ¢(z,t) to be at
location r.

The system temperatures 6 and related quantities are denoted using notation of the
form 6.y, with 6p for the protein, f¢ for the membrane, and ¢; for the interfacial
region. The thermal conductivities for heat exchanges are given by k() with kcc for
the membrane temperature field, Koy between the interface and membrane field, and
kpr between the protein and interface. The & = 0¢(z)/~ gives the transport coefficient
for diffusive concentration flux, where v is the molecular drag coefficient. The
expression for & gives a Stokes-Einstein relation between the temperature and the drag
important in the statistical mechanics analysis of the system which ensures temperature
independent force induced fluxes.

To account for the fluctuations we use Gaussian random fields Gy, «, 8thm, . We
discuss how to derive the specific form for these stochastic driving fields in the next
section. We denote the vector-valued terms as Gqp,, () and the stochastic spatial fields
as gihm (z,t). To obtain these terms requires a non-equilibrium statistical mechanics
analysis of our system.

concentration field protein & temperature field
coupling

-

&

gradients &
fluctuations

Fig 1. Membrane-Protein Drift-Diffusion: Stochastic Non-Equilibrium
Model. Shows how the non-equilibrium membrane protein drift-diffusion dynamics are
coupled to surrounding concentration and temperature gradients.

Non-equilibrium Statistical Mechanics of the Protein-Membrane
System

To provide a unified approach for analyzing the system to derive the fluctuations and to
develop our simulation methods, we also provide a more abstract reformulation of our
model given in equation 1. We express our model using stochastic dynamics of the form

ay

= KODS + KADS + K®DS + gim, (6)

Our formulation is based on the non-equilibrium statistical mechanics framework
GENERIC of Ottinger in [57]. We collect the system state variables together into the
vector Y (t) = [X(t),q(t),0p(t),0c(t),0:(t)]. The energy of the system is denoted by &,
the entropy is denote by S = S + () 4 SG) The entropy S™) is associated with the
protein, S®) with the membrane, S®) with the interfacial region. The gradient in Y of
the entropy is denote by DS. The dissipative irreversible processes in the dynamics are
modeled by the collection of symmetric positive definite operators K7). We give more
details of the entropy and these operators for our model below and in Appendix A.

We model the fluctuations as gipm = ggi)m + gii)m + ggizn with

) th(J)

g — kp(V-KW)+ BU .
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where BUBUWT = 2k K. The th(j) are increments of the Wiener process
independent in j. The kp is the Boltzmann constant. We obtain the correlations for the
stochastic driving fields ggi)m by combining the increments th(j ) using the operators
BU . We use equation 7 to obtain the fluctuations for our system, from the dissipative
operators K9, We discuss these operators for our model below.

For our model in equation 1- 4, the energy is given by
EY) = DY)+ ED(Y) + EG)(Y). (8)

The particle energy is given by £ (Y) = ¥(X) + cpfp. The potential energy is
denoted by ¥(X). The energy of the concentration field depends on a spatial chemical
potential ®(x; X) with

ED(Y) = /@(m;X)coq(x)da:—&—/CCQC(x)de. (9)

The interface has the thermal energy £3)(Y) = ¢;0;. We consider entropy arising from
the particle, membrane, and interfacial coupling

S(Y) = SW 8@ s, (10)

The entropy associated with the particle temperature 0p is
SU = cpin(dp). (11)
The membrane concentration field ¢(x) and temperature 6¢(z) contribute the entropy
S¥ = 8,0 =~ / coq(w) In(q(x))dr + / cc m(fc ())dV. (12)

Entropy also arises from the temperature ; we track at the exchanges at the interface
between the particle and the membrane

SG = ¢;In(6)). (13)
We express the entropy gradient as
DS = [8XS,8q(r)S,89PS7 0p,S, 8gc(m)S}T. (14)
This has the contributions
0xS = 0, OgyS = —co(1+1In(q(x))),
8,8 = cp/Op, 90,S = cr/or, (15)

agc(x)s = Cc/gc(fb).

The energy gradient can be expressed as

DE = [0xE,yw)E, 0008, 00,E, 0pp ()] (16)
This has components
ox& = VxU(X)+ [ VxP(z; X)coq(z)dz, Oymé = co®(2;X),
00, & = c¢p, 0, & = cy, (17)
agc(m)f,’ = CcC.

This provides a statistical mechanics analysis of our model in equation 1 and a
systematic way to derive the associated fluctuations and stochastic driving fields. In
particular, by expressing the dynamics in terms of K1), K and K®) for
equations 1- 3, we can use equation 7 to obtain the stochastic driving fields gii)m ,
ggi)m, and giizn We give the operators K ) for our model in equation 1 in Appendix A.
This provides the form of the fluctuation terms for the membrane-protein system
dynamics in equations 1- 3. For performing practical simulations of the
protein-membrane system, numerical methods are required to di(sc)retize the equations
J

and to generate efficiently the samples of the stochastic terms g,/ ..
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Stochastic Numerical Methods for Simulations of the
Membrane-Protein System

We now discuss briefly our simulation approaches and stochastic numerical methods for
capturing the discrete particle drift-diffusion dynamics and the fluctuations of the
continuum concentration and temperature fields. We remark that we focus in this paper
primarily on the biophysical motivations of the work and will discuss further technical
details of the developed numerical methods elsewhere.

Temporal Discretization and Time-Step Integration

We discretize and integrate the stochastic dynamics in equation 1 using the following
two stage approach

Yrr = YT a(YMAE+ Y 0D (Y AW (18)
J

1 ~ 1 . N~ .
n+l n - n n+1 - (7) n (7) n+1 n,(7)
Y Y +2(a(Y)+a(Y ))At+2§ (b (Y™) + V(Y ))AW .
J

The a(Y) = L(Y)VE(Y) + >, VKU(Y)SU)(Y) and b9 (Y) = BU)(Y). The Wiener
increments AW™ () denote Gaussian random variates having mean zero and variance
(AWt AWnzidz) = §,, 085 5, At. The integrator is based on a variant of the
Euler-Heun Method [58]. An important part of the updates is that the same increments
AW™J are used in both steps. This serves as part of how the contributions of the
divergence term are handled implicitly by the numerical methods [58]. We remark that
the updates are equivalent to approximating the Stratonovich formulation of the
stochastic process where fluctuations are treated as gt(fl)m =BWo th(J ). When giving
the process the Ito interpretation the o operator would expand the expression to include
the drift divergence term as above. The BU) satisfy BU) BU).T = 2k KU) with the
Boltzmann constant kp and the operators K ) given above.

Spatial Discretization of the Continuum Fields

We spatially discretize the system using a finite volume approach. This is done by
providing discretizations for the divergence D and gradient G. We generate numerical
methods for the spatial discretization by replacing throughout in our analytic
expressions V by the discrete operator G and V- = div by discrete operator D. We also
replace spatial integrals [(-)dz by the corresponding finite sum Y ()., dV. We treat
continuum bodies as divided into a discrete finite collection of boxes each having volume
§V. The x,, denotes the location of the m*" finite volume box, see Figure 2.

We consider fields represented by average values at the volume centers x,,. We
discretize the operators by considering fluxes J at location of the volume boundaries
Xyt 1e,s USING related conventions as in our finite volume methods in [43,56]. The eq
denotes the standard basis vector with zeros for all entries except for the value 1 for
entry with index d. This is achieved by discretizing each of the gradient operators
G = grad(-) of the field values F with components F(9) by using the central differences

+
grad (F) D, 1.,) = GB) D (i) = 2 (FOGomaes) ~ FO ). (19)
The fluxes are given by J(@ (Xmle,) = grad(F)@ (Xmx1c,) We discretize the
divergence operators D = div(-) of the fluxes by the central differences

n

V() o6m) = D)) = = DTV 1)~ IO (s, (20)
d=1
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This corresponds to discretizing within the operator K) the gradient and divergence
operators using G and D above in equation 1- 4. We further have that the discretized
gradient operator G appearing in these expressions is the negative adjoint of the
discretized divergence operator D, so G = —DT". Our finite volume approach provides a
systematic way to obtain discretizations and stochastic numerical methods that satisfy
properties such as the adjoint relations between gradient and divergence which help
preserve structural features of the dynamics important in their statistical

mechanics [46,56]. This provides numerical methods for handling the spatial
discretization and time-step integration of our model in equation 1- 4.

Qitve, T,
_’f #_’ Tintle
ﬂmie,*_ Qs I Qe | Tt
=
Qii—e,

Fig 2. Spatial Discretization. The system is spatially discretized using a finite
volume approach where continuum fields on Q = U,,,2,,, are divided into a finite
collection of volumes €2,,. The gradients and divergences are approximated by discrete
operators G and D modeling the fluxes and exchanges between the volumes. This
ensures the stochastic numerical methods adhere to physical conservation and adjoint
conditions.

Methods for Generating Fluctuations

To obtain practical simulation methods, we need to handle the fluctuations of the
continuum concentration and temperature fields of the membrane given by ggi)m in
equation 7. This requires being able to generate efficiently the stochastic driving fields
each time-step hgé)mn = BU(Y)AW™I | where BY) BUIT = 2k KU). Methods such as
Cholesky Factorizations are prohibitive for the continuum fields given that they scale as
O(N?) in the number of degrees of freedom N [46,59]. Further, the operator

BU) = BU )(Y”) in general depends on the state Y” which would require recomputing
these factors each time-step as the state changes. We show alternatives can be
developed avoiding these issues through a combination of analytic factorizations and
further reductions. We generate the fields using the formulation

W) = VAIBWEY = \/okp AtRWED), (21)

where the £€9) ~ (0, I) are standard Gaussian random variates and R\ is a factor
satisfying K) = RO RU.T We perform analysis to find explicit expressions for the
factors RU) for the proteins, interface, and membrane in Appendix B. This allows us to
generate the needed stochastic fields efficiently each time step needed in equation 21
and 7. We decompose the operators into parts allowing for generation with sampling
methods having computational complexity at most O(N?). For some terms we are able
to obtain better results by using sparsity and other structures to achieve algorithms
having sampling complexity O(NN). We give further details on our analytic
factorizations and discussion of our stochastic sampling methods in Appendix B.
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Results

We investigate heterogeneous membranes and the impacts of spatial variations in
concentration and temperature on the drift-diffusion dynamics of proteins. We consider
(i) how concentration gradients and kinetics can drive the spatial organization of
proteins, (ii) the roles of fluctuations in the encoding of signals by proteins to sense
external thermal gradients, and (iii) how localized laser heating can be used to probe
protein escape kinetics from local energy wells within heterogeneous membranes. The
results demonstrate a few ways the simulation approaches can be used to study
biological mechanisms within membranes and related non-equilibrium phenomena in
other systems.

Protein Drift-Diffusion in Concentration Gradients of
Heterogeneous Membranes

final state
Inltlal State n ﬁ n
et
t=20 t=30 t=100
N\ ’
1.9
t=80 t=200 t=920

Fig 3. Protein Positioning through Concentration of Signaling Molecules.
We show how an individual protein interacts with the concentration field of signaling
molecules with affinity given in equation 22. Depending on the relative time-scales of
the signaling molecule diffusivity and protein dynamic time-scale, there are different
mechanisms by which they localize to a common region of the membrane. We show how
the protein moves when the signaling diffusivity is small on the (top). We show the case
when the signaling diffusivity is large on the (bottom).

Protein organization can be governed by other cellular metabolic activities that
create regions with enhanced concentrations of chemical species [2,3,6]. We model the
concentration of a signaling chemical species by the field g(x). We consider the case
where there is an interaction energy of the form

V(Xiq) = [ (e~ X)eoa(a)do + ¥(X). (22)
This has the associated force
Fx =-VxV(X;q) = /an(z — X)epq(z)dr — Vx ¥ (X). (23)
We use for the coupling kernel
k1 —|s|? /2
n(s) = pr<%g, Z = (2nag)"". (24)

For the membrane, we take d = 2, k; = 1.1 for the coupling strength, and o¢ = 0.2. As
an initial model for a single particle, we use for simplicity the mobility Mxx = (1/v,)Z.
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The ~, denotes the effective hydrodynamic drag of the particle for translational motions
within the membrane. More sophisticated models for multiple particles can also be
formulated using Saffman-Delbruck theory and other hydrodynamic

approaches [44,45,60].

1.0
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drag Vp

Fig 4. Protein Positioning Through Concentration of Signaling Molecules.
We show how key factors impact the positioning of proteins in response to attraction to
a region of large concentration of a signaling molecule. The values from 0 to 1 show for
the final protein position the fraction of the distance it moved toward the signaling
molecule initial source. We consider cases when varying the signaling molecule
diffusivities £ and the effective hydrodynamic radius of the protein characterized by the
viscous drag 7y,. The localization of the protein involves a competition between the
diffusion of the signaling molecules and protein motion toward regions of large
concentration. We also show a few example cases in Figure 3.

In our simulation studies, we consider the case where there is initial concentration of
a signaling chemical species in a localized region centered at x;. This is modeled by a
Gaussian concentration with mean pg = z; = [1.5,1.5] and variance o2 with o = 0.2.
We then consider how the simultaneous concentration drift-diffusion of ¢(z,t) over time
interacts with the particle drift-diffusion X(¢) when X(0) = z¢ = [0,0]. Given the
affinity between the particle and signaling chemical species, we see over time they will
occupy the same location through mutual attraction, see Figure 3. On much longer
time-scales the particle and signaling chemical species can also diffuse together
throughout the domain. We show a few cases for how the particle and concentration
field evolve in Figure 3.

We investigate the localization of the protein and signaling species concentration
field when varying the protein drag 7, and the signaling species diffusivity <. We
performed simulations of the system using the parameters given in Table 1. We show
results in Figure 4.

We find that varying the signaling molecule diffusivity £ and the protein drag +, can
be used to regulate localization. The final location of the protein depends on the
time-scale 7, for the signaling chemical species to migrate and the time-scale 7, of for
the particle motions. If 7, is small relative to 7, then we find the particle moves to
location x; of initial large concentration. If the 7, is large relative to 7,, we find the
signaling species migrates to surround the particle at location xg before it has the
chance to move significantly. At intermediate time-scales we find there is a combination
of these effects with both the signaling molecules and particle meeting at a location
in-between the locations xy and x;. Interestingly, as the diffusivity of the signaling
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parameter value parameter value

R concentration diffusion 1.2 x 10~2 | Cp | specific heat: particle 1.2

co total concentration 2.1 Cc | specific heat: membrane 1.3 x 10?
kpr | heat conduction: particle 8.2 x 10° C' | specific heat: interface 1.4 x 10?
ko1 | heat conduction: interface 3.0 x 10° vp | particle drag 1.3 x 10*
kcc | heat conduction: membrane 1.3 x 102 6o baseline membrane temperature | 3.0

Ko heat conduction: fluid 2.1 x 1073 kp | Boltzmann’s constant 1.0 x 107°
Ny number grid points in x 2.0 x 10! Az | mesh spacing 1.0 x 107¢
Ny number grid points in y 2.0 x 10* At | time step 1.0 x 1073

Table 1. Parameters for Concentration Gradients. We give the values for the
SELM simulations of the signaling molecule concentration fields and particle
drift-diffusion dynamics.

molecule becomes very large there can be some reversals since it can accumulate rapidly
as it moves all at once toward the protein which results in a large localized force that
briefly pulls the protein toward the location z;. We show the results of our studies in
Figure 4.

Thermal Gradient Sensing and Fluctuations

temperature fields

”
(A
(3
% @ t=300
membrane 1:’ ’43
— protein -
temperature gradient .
t-500 t=700

Fig 5. Sensing of Thermal Gradients. We consider the responses of thermal
sensitive proteins and how they may encode information about spatial temperature
variations obscured by fluctuations (left). We show SELM simulations of fluctuating
temperature fields having an initial periodic structure given by

0c(x,0) =6y (1.0 + ap sin(rk - x/L)) with k = [1,0] and amplitude ag = 1.0, (right).

The detection of changes in temperature and thermal gradients plays an important
role in many types of cells. This includes intracellular processes involved in modulating
growth [61-63] and for single cell micro-organisms the ability to control migration
toward or away from heat sources [64-66]. We consider thermal sensitive proteins, such
as the channel proteins TRP that have temperature dependent gating dynamics [67-69]
for detecting changes [61,66,70]. In our modeling, these are patterned within the
membrane at fixed locations and we investigate how they could encode spatial
variations of the temperature when obscured by fluctuations. For transmission of heat
to the local protein from an area of the surrounding temperature field, we use

—|S 2 2
Qi) = [ cx—xpelendn, (s = yow (G ) 2= Crad) . )

We consider the fidelity by which the protein can sense spatial variations in the
temperature in the presence of fluctuations by encoding this into a local chemical signal,
such as using reactions as in [56,71]. We use parameters d = 2 and o9 = 0.1. We model

July 1, 2025

10/23



this as an effective time-averaged signal encoded in the local concentration I of an
indicator chemical species using

I(xi.t) = Bo / 0t — $)Q(xi, 5)ds. (26)

oo

The 7 gives the response function given the local chemistry and temperature. As a basic
model that corresponds to first-order chemical reactions for activation and deactivation
of a reporter protein, we use the response function 7(7) = Xexp(—A7) with A = 10%,
Bo = 1/3. Other chemical reaction motifs would correspond to different choices of the
response function 1 [56,71,72]. The I gives the concentration of the indicator molecules
that encode the spatially-temporally filtered temperature signal. The indicator
concentrations I(x;) can be further coupled to downstream chemical reactions that
impact cellular processes [56,71,72]. We focus here on this initial processing of signals
from the surrounding fluctuating temperature fields.

N
o

=
©

=
o

intensity

=
>

1.2 1+ + ? ........ i
1.0_%....:% _______ % ________ II ........ I ........ i

x-location
Fig 6. Sensing Thermal Gradients. We show results for protein responses for
encoding signals from a spatially varying temperature field subject to fluctuations.
Shown is the average intensity of the indicator I concentration and one standard
deviation as error bars. We investigate how the sensed signals change as the amplitude
ag of the spatial temperature fields are varied.

We investigate the thermal sensing as the amplitude of the spatial variations of the
external temperature field is varied. We consider the case of spatial variations that start
from an initial temperature profile 0 (x) = 0y (1 + ag sin(rk - x/L)), with k = [1, 0] and
ap = 1.0. The parameters of our model and simulation studies are given in Table 2. We
show results in Figure 6.

We find while fluctuations can obscure significantly temperature gradients on small
spatial-temporal scales this can be mitigated by processes that serve to filter the signal.
In our simulations the temperature fields start with an initial sinusoidal profile and
evolve over time toward a uniform equilibrium while also undergoing spontaneous
fluctuations from transient local energy exchanges. We can see that for the largest
amplitudes the signal of temperature changes can be detected, but becomes suppressed
by the filtering over time and space as seen in the indicator species responses I. For the
smallest amplitudes, we see the gradient becomes obscured by noise. These simulations
indicate some of the interesting trade-offs between the level of filtering to obtain a
reliable signal while still resolving the spatial and temporal information inherent in the
surrounding temperature fields relevant for biological responses, see Figure 6. This gives
some demonstrations of how the non-equilibrium SELM simulation approaches can be
utilized to investigate biophysical signal transduction of temperature gradients.

July 1, 2025

11/23



parameter value parameter value

kpr | heat conduction: particle 8.2 x 10° | Cp | specific heat: particle 1.0

kc1 | heat conduction: interface 0.0 C¢ | specific heat: concentration 4.0 x 10t
kce | heat conduction: membrane | 8.2 x 10* | C; specific heat: interface 1.4 x 10?2
Ko heat conduction: fluid 8.2 x 10* 7 baseline membrane temperature | 3.0

co total concentration 2.1 kp | Boltzmann’s constant 1.0 x 1073
Ny number grid points in x 2.0 x 10! Az | mesh spacing 1.0 x 107¢
Ty number grid points in y 2.0 x 10! At | time step 1.0 x 107°

Table 2. Parameters for Temperature Sensing. We give the values for the SELM
simulations of protein sensing of fluctuating temperature variations.

Hot Brownian Motion of Particles in Temperature Gradients

We consider the non-equilibrium diffusion of particles that can undergo temperature
changes from environmental and external heating. These thermal effects can drive more
rapid particle diffusion and other phenomena referred to as Hot Brownian
Motion [49,50]. Recent theoretical and simulation work studying these effects
include [49-51,73]. In these studies, a description of the Brownian motion of a particle
subject to laser heating is developed where temperature differences augment the local
viscosity and fluctuations. Related experiments were also performed by laser heating
gold nanoparticles that exhibit significant variations in their diffusion [50]. In other
experimental observations, heating caused locally by catalytic enzymatic reactions also
were found to impact diffusion [73].

The current theoretical studies reduce descriptions to particle-based models that use
a separation of time-scales between the changes in the particle temperature and the
spatial changes in the surrounding temperature fields of the environment. For systems
that have more persistence or externally imposed spatial gradients, we show how our
SELM modeling and simulation approaches can be used to capture further
spatial-temporal effects. For example, the impacts of spatial heterogeneity, energy
transfer and other augmentations from past locations that hot particles visit, or other
time-scales associated with the surrounding environment.

4 ®

L

Fig 7. Hot Brownian Motion in Energy Wells. We consider particles undergoing
Brownian motions which can change temperature from energy exchanges with the
surrounding environment. We study diffusion within a heterogeneous membrane where
there are local energy wells some of which are heated by an external source. This
impacts the particle diffusion within such wells and the time to escape by overcoming
the energy barriers. We show results for particle escape times in Figure 8.

We develop models capturing the ambient temperature field evolution and spatial
gradients in conjunction with the temperature variations of the particles undergoing
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Brownian motion. As a specific system, we consider particles that can become
transiently trapped within energy wells created by structures within the membrane. We
investigate how the non-equilibrium particle diffusions impact the kinetics of escape
from the energy wells. In our studies, the particles can diffuse into or out of different
parts of the membrane that are subject to external optical heating. As the particles
diffuse, they can heat up or cool down impacting their drift-diffusion dynamics in the
heterogeneous energy landscape of the membrane. This impacts their escape kinetics
from the energy wells.

We consider heterogeneous microstructures within the membrane that create energy
wells of the form

U(X) =) —cpexp {—()(2O§Q)]. (27)

i

The X; form a staggered lattice as shown in Figure 7. This generates particle forces

X - X;
FXE:VXQKX)(Q<(ﬂ>em) = (28)
3 0 0

mxf]

We further consider external heating that creates a local region of elevated temperature
within the membrane of the form

O (x) = 609 (1 + czexp [—W]) . (29)

For example as induced by an external source laser source [32]. We illustrate the
membrane-protein system in Figure 7.

We perform studies of a particle initially started in the center of an energy well at
location Xg. The initial temperature distribution in the membrane is non-uniform given
by equation 29. We consider the kinetics of Hot Brownian Motion and how the escape
time is impacted by different particle temperature variations c3. In particular, we study
the escape time for a particle to diffuse to radius g from the center X of the energy
well. We perform simulations repeating this experiment for different strengths of the
energy well co and for different amplitudes of temperature c3. The parameters used in
our simulations are shown in Table 2.

We remark that the particle diffusivity is often characterized by the Mean Square
Displacement (MSD), which is based on ensemble averaging of the particle’s motions
over time. The diffusivity is then the derivative in time of the MSD. In the
non-equilibrium setting, this statistic is less informative since it can exhibit more
complicated non-linear behaviors on different time-scales as the particle moves in
response to thermal gradient induced drifts, heats up or cools down, or diffuses to probe
different parts of the membrane. As an alternative, we consider here the impact of
thermal effects on the first-passage time statistics of the non-equilibrium system. The
simulation methods for average well escape times we report can be used for those
interested in estimating a renormalized effective diffusivity for protein behaviors over
larger spatial-temporal scales [74,75].

We show results in Figure 8. In the case of the strongest energy well co = 1.5 x 1074,
we find at the baseline temperature 8y = 3.0 with c3 = 0 the particle kinetics exhibit
long-duration escape times. As the membrane is externally heated the particle
temperature increases over time and the diffusive motions become larger and can more
readily overcome the energy barriers. We see as c3 is increased these non-equilibrium
diffusions have significantly smaller escape times than the baseline constant temperature
case. When the external heating is large enough, the dominating time-scale becomes
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parameter value parameter value

kpr | heat conduction: particle 5.7 x 102 Yo particle drag 1.0 x 107¢
rkeor | heat conduction: interface | 3.0 x 10° C'p | specific heat: particle 9.3 x 102
kcc | heat conduction: conc. 2.1x 1073 C¢ | specific heat: membrane 1.3 x 10*
Ko heat conduction: fluid 8.2 x 10° C'1 | specific heat: interface 1.4 x 10?
Ng number grid points in x 2.0 x 10* 0o baseline membrane temperature | 3.0

Ty number grid points in y 2.0 x 10* ca energy-well: strength 1.5 x 1074
Az mesh spacing 1.0 x 107! c3 external heating strength (varies)

At time step 3.0 x 1073 | X | energy-well: center [5.0/3.0, 1.0]
kp Boltzmann’s constant 1.0x 107° - - -

Table 3. Parameters for Hot Brownian Motion. We give the values for the SELM
simulations of the particle diffusing in heterogeneous temperature fields used in the
studies for energy well escape kinetics.

° 5
2001 - @-co=9.0x10""°
; @0 =12x10"1
3 @y =15x 107"
1501 @ &
. )
£
5100
° heating
~... 1-' —>
501 @,
o-...'.’.s:'....
"""" H.!Hun-.uu:;“.
0 ) 4 6 8 10

C3
Fig 8. Hot Brownian Motion in Energy Wells. We show the time for particles to
escape from an energy well by diffusing to distance rg from the well center. The
membrane has a non-uniform temperature field modulated by c3 in equation 29. This
heats up the particles and can impact the energy well escape times. The co gives the
strength of the energy well in equation 27. We show how the particle escape times are
impacted by the energy well strength and level of particle heating.

how long it takes for a particle to heat up beyond a critical temperature so kgT is a
multiple of the energy barrier size, which allows for rapid escape. We see the escape
times become negligible as we approach c3 = 10. We also see only a weak dependence on
the energy well strength co as the external strength of heating c3 increases, see Figure 8.
These results show some of the ways the non-equilibrium SELM approaches can be
used to capture phenomena in the drift-diffusion dynamics of particle kinetics within
complex heterogeneous materials that have spatially varying microstructures and
temperature variations over time. The results here indicate how trapped particles
interacting with non-homogeneous temperature fields can impact kinetics. The SELM
simulations also have the potential to capture interesting energy exchanges and
augmentations where diffusing hot particles could locally heat up the membrane and
change it locally which could impact kinetics in future encounters with previously
visited locations. The temperature varying particles also provide mechanisms by which
heat energy can be adsorbed and transferred to new locations and deposited through
diffusion. The kinetics involved in such mechanisms involve an interplay between the
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rate of Brownian motion, which depends on the particle and local temperature fields,
and the rates of particle heating and exchanges with the environment. The
non-equilibrium SELM methods allow for capturing in a self-consistent manner such
thermodynamics, kinetics, and related phenomena.

Discussion

Biological systems involve active processes at the microstructure level that can drive
membranes and proteins into interesting regimes that are out of thermodynamic
equilibrium. Theoretical modeling frameworks and simulation methods were introduced
for investigating non-equilibrium effects in proteins dynamics within heterogeneous
membranes. The approaches are based on hybrid discrete-continuum descriptions which
track discrete individual proteins and couple these to continuum fluctuating
concentration and temperature fields. This allows for investigating the roles of
non-equilibrium effects in the drift-diffusion dynamics of proteins and their coupling to
spatial fields within the membrane associated with variations in concentration and
temperature. Since the coupling is bi-directional, this also allows for studying exchanges
of energy and other effects which impact the dynamical evolution of both the
concentration and thermal spatial fields and the individual proteins.

The investigations show non-equilibrium effects can play a significant role impacting
protein dynamics in mechanisms in biological systems and related in vitro experiments.
It was shown that both variations in concentration of signaling molecules and their
drift-diffusion kinetics can be used to regulate spatial localization of proteins within
heterogeneous membrane structures. It was also shown that thermal effects can play a
significant role within in vitro experiments for probing the drift-diffusion dynamics
within the energy landscapes of heterogeneous membranes.

The introduced approaches provide self-consistent models for studying biophysical
mechanisms involving the drift-diffusion dynamics of proteins within heterogeneous
membranes in non-equilibrium regimes. The methods capture the energy exchanges
between the mechanical and thermal parts of the system. It is expected these and
related approaches can be used in studying diverse types of non-equilibrium phenomena
involving mechanical-thermal coupling within biological systems and related in vitro
experiments.

Conclusion

We have developed theory and modeling approaches for investigating the
non-equilibrium statistical mechanics of proteins immersed within heterogeneous
membranes. We showed how these approaches could be used to obtain self-consistent
models coupling the drift-diffusion dynamics of individual proteins with fluctuating
continuum fields for concentration and temperature variations. We developed numerical
methods for spatially discretizing the system and for efficiently generating the required
stochastic driving fields accounting for the fluctuations for practical simulations. The
resulting non-equilibrium approaches were used to investigate biological mechanisms for
protein positioning and patterning within membranes, factors in thermal gradient
sensing, and kinetics of Brownian motion of particles with temperature variations
within energy landscapes of heterogeneous membranes. The approaches capture energy
exchanges and fluctuations between the thermal and mechanical parts of the system
allowing for investigating diverse non-equilibrium phenomena within biological systems
and materials. This includes related applications in active soft materials, complex fluids,
and other biophysical systems.
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Appendix

A Irreversible Operators KU) and Stochastic Driving
Fields g/ for Fluctuations of the
Membrane-Protein System

For our protein-membrane model in equation 1, we can express the irreversible processes

in the dynamics in terms of the dissipative operators K (). The protein drift-diffusion
dynamics and temperature variations corresponds to

O0pMx x _9pMxxVxE X
KO = e (30)
T vxETepMxx  VxETOpMxxVxE 0
cp C%;, P
X 0p

We have that Fxy = —Vx& = —9xUT. The concentration field diffusion and heat
exchanges gives

. @)R . (x)kOco V@ (x)
e —dlv(—‘“co) V) div (7‘1 ) Cococ ( ‘ qa(@) (31)
—coV®(2):(q(x)RY)  coVE(x):(q(z)k0coVd(2)) |, — V- (Ko0&V)
— + Oc
cocco coccco cc
q(=) Oc
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The [ denotes for the action of the operator acting on a spatial field where to
substitute the input field, such as ¢(z),0c(x). We have that —,€ = ¢o® from
equation 17. The interfacial coupling has heat exchanges that yield

(32)
kpr016p __kp10plr
cp.p 0 cP.I Op Op
(3) _ diag(fic[(sv 9091) _ kc10V 010¢c

K - 0 co,coVoV cc,10V fc-

_ kpr010p  (ko1dV 010c)”  kpr0p0i+0; [ Kcibcdx P

cr,p cr,coV cr,1 1

0p fc 0,

For brevity in our notation for the operators, we show only a subset of the rows and
columns of the operators. The other entries not shown are taken to be zero. The input
and output degrees of freedom of the operator are labeled using the last row (for input
entries) and last column (for output entries). For example in K| we show in the first
row the entries associated with the X degrees of freedom and in the last row the entries
associated with 8p. We use a similar convention for the columns. This provides for the
model in equation 1- 4 the key terms needed in equation 7 to obtain the stochastic
driving terms g() for the fluctuations of the membrane-protein system.

B Stochastic Field Generation Methods and
Factors RU)

We briefly give factorizations RY) we have derived for generating the stochastic fields
using equation 21. These can be verified to satisfy R RU-T = KU for KU) given in
equations 30— 32. For the particle irreversible dynamics, we have

VOp Ry (Y)

1 _
R = _ VOIpVxETRM(Y) | (33)
cp

where RMRTA;[ = Mx x(Y). We generate the stochastic driving fields using

h) = R¢,. (34)
For the concentration field we have the factor
o ~div(y/«2=0) 0
R 2 = ¢ . q(z)k — . (35)
e/ EED g (o)
h® = Rig,. (36)

For the thermal exchanges of the interface coupling, we break the terms down into two
parts K& = K® 4 [ K{) (2)dz. We use the factors

(37)
kp1010p _HPIQPQI
K(3) _ cp,p cp,1
1 =
_I{Pjejep KPIHPGI
cI,p cr,1 ep,er
1 1 1 1
= np10p91 —epeT — —epeT — —eIeT + —eIeT
Cep ' Cpr ' Cip U Cip !
= RiRY,
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This just involves the parts of the operator with indices corresponding to 0p,0;. We
also use denote C; ; = C;C; to keep the notation consistent between cases. This has the
factor

(38)

1
op P
R = +/kprf0p .

_Eel

The second part has similar factorization for each spatial location since ko = ko ()
with

(39)
diag(Kc1010p(2) OV) kc10p ()01 SV
K® cc,c6VV T coudV
2 k010105 SV J K10y 0rda
Cr, 05V CI,I eec<x);991
1 T 1 T
= [ rerteits | et e~ o s
1
+ CI,C(SVealeGC(w) + e91991 dz
T
‘f%ﬁ?eec<w> o7 e ()
= /l{c[@c(z)el co 1 cc 1 dx
_Ee(h _Eeej
- / Ro(2) R (2)dz
where
067 €0c(a)
= Veeor(x)010c(x)oV | € . (40)
We generate the stochastic driving fields for the fluctuations using
(41)
h(?’) =h; + /hg(l‘)dI, h; = ngl, hQ(I) = RQ(.T)SQ(SC)
Since the &,;(z1),&,;(z2) have zero correlation when x; # xa, we have
(42)

(obf) = (i) + [ (hobf)do
:fmﬁ+/&ummﬂmzKP+/K9mmzKW

The expressions we have derived allow for avoiding the need to perform numerical
Cholesky factorizations each time-step. These expressions allow for directly evaluating
operators RY) to generate the stochastic driving fields needed for sampling the system
fluctuations.
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