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The symbol $\wedge$ denotes the vector cross-product in $\mathbb{R}^{3}$.
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Weak Formulation (Hu and Washizu): All variables remain in the equations.

$$
\begin{array}{rlrl}
(\mathcal{C} \epsilon-\sigma, \eta)_{0} & =0, & & \forall \eta \in L_{2}(\Omega) \\
\left(\epsilon-\nabla^{(s)} u, \tau\right)_{0} & =0, & & \forall \tau \in L_{2}(\Omega) \\
-\left(\sigma, \nabla^{(s)} v\right)_{0} & & =-(f, v)_{0}+\int_{\Gamma_{1}} g \cdot v d x, & \\
\forall v \in H_{\Gamma}^{1}(\Omega)
\end{array}
$$

Numerically, tends to yield more reliable calculations for stresses since they are represented directly. Weak Formulation II: We find it helpful later to organize the weak problem as

$$
a((\epsilon, \sigma, v),(\tau, \eta, \xi))=-\left(\sigma, \nabla^{(s)} \tau\right)_{0}, \quad b((\epsilon, \sigma, v),(\tau, \eta, \xi))=\left(\epsilon-\nabla^{(s)} v, \tau\right)_{0}+(\mathcal{C} \epsilon-\sigma, \eta)_{0}
$$
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## Korn's Second Inequality

For $\Omega \subset \mathbb{R}^{3}$ be an open bounded set in $\mathbb{R}^{d}$ with piecewise smooth boundary and $\Gamma_{0} \subset \partial \Omega$ have positive two-dimensional measure. Then there exists a positive number $c^{\prime}=c^{\prime}\left(\Omega, \Gamma_{0}\right)$ so that

$$
\int_{\Omega} \epsilon(v): \epsilon(v) d x \geq c^{\prime}\|v\|_{1}^{1}, \quad \forall v \in H_{\Gamma}^{1}(\Omega)
$$

Here, $H_{\Gamma}^{1}(\Omega)$ is the closure of $\left\{v \in C^{\infty}: v(x)=0, \forall x \in \Gamma_{0}\right\}$ with respect to norm $\|\cdot\|_{1}$.
Useful in establishing variational problems are elliptic and for coercivity.
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## Existence Theorem (Displacement Formulation)

Let $\Omega \subset \mathbb{R}^{3}$ be a domain with piecewise smooth boundary, and $\Gamma_{0}$ has positive two-dimensional measure. Then the variational problem of linear elasticity has exactly one solution.

This follows by establishing the coercivity condition for the bilinear form in the variational problem. For the weak displacement formulation this is done using the Korn Inequalities.

The Lax-Milgram Theorem then gives the well-posedness of the variational problem.
There are results establishing conditions for well-posedness for the other formulations. These typically involve analysis establishing the Babuska-Brezzi inf-sup conditions hold (discussed with mixed method theory).
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$$
\begin{aligned}
2 \mu(\epsilon(u), \epsilon(v))_{0}+(\operatorname{div} u, p)_{0} & =\langle\ell, v\rangle, & & \forall v \in H_{\Gamma}^{1}(\Omega) \\
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Can be shown this gives a stable problem and well-defined in the limit $\lambda \rightarrow \infty$.
Discretization: Need to choose appropriate finite element spaces for mixed methods (upcoming lectures).

