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Consider the overall linear mapping for the above problem

$$
L: X \times M \rightarrow X^{\prime} \times M^{\prime}, \quad \text { maps } \quad(u, \lambda) \mapsto(f, g)
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We need to establish conditions for this to be an isomorphism.
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## Saddle-Point Problem (Stokes)
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& b(u, q)=0, \forall q \in M .
\end{aligned}
$$

## Stokes Hydrodynamic Equations
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## Saddle-Point Problem (Stokes)

$$
\begin{aligned}
X=H_{0}^{1}(\Omega)^{n}, M=L_{2,0}(\Omega):=\left\{q \in L_{2}(\Omega) ; \int q d x=0\right\} . & \\
a(u, v)+b(v, p) & =(f, v)_{0}, \forall v \in X \\
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\end{aligned}
$$

Need to establish the Inf-Sup Conditions.

## Stokes Hydrodynamic Equations: Inf-Sup Conditions

For Stokes we have

## Stokes Hydrodynamic Equations: Inf-Sup Conditions

For Stokes we have

$$
V:=\left\{v \in X ;(\operatorname{div} v, q)_{0, \Omega}=0, \forall q \in L_{2}(\Omega)\right\}, \quad V^{\perp}:=\left\{u \in X ;(\operatorname{grad} u, \operatorname{grad} v)_{0, \Omega}=0, \forall v \in V\right\}
$$

## Stokes Hydrodynamic Equations: Inf-Sup Conditions

For Stokes we have

$$
V:=\left\{v \in X ;(\operatorname{div} v, q)_{0, \Omega}=0, \forall q \in L_{2}(\Omega)\right\}, \quad V^{\perp}:=\left\{u \in X ;(\operatorname{grad} u, \operatorname{grad} v)_{0, \Omega}=0, \forall v \in V\right\}
$$

The $V^{\perp}$ is $H^{1}$-orthogonal complement of $V$.

## Stokes Hydrodynamic Equations: Inf-Sup Conditions

For Stokes we have

$$
V:=\left\{v \in X ;(\operatorname{div} v, q)_{0, \Omega}=0, \forall q \in L_{2}(\Omega)\right\}, \quad V^{\perp}:=\left\{u \in X ;(\operatorname{grad} u, \operatorname{grad} v)_{0, \Omega}=0, \forall v \in V\right\}
$$

The $V^{\perp}$ is $H^{1}$-orthogonal complement of $V$.
Following two theorems used to establish inf-sup (for proof see literature: Necas 1965, Duvant, Lions 1976).

## Stokes Hydrodynamic Equations: Inf-Sup Conditions

For Stokes we have

$$
V:=\left\{v \in X ;(\operatorname{div} v, q)_{0, \Omega}=0, \forall q \in L_{2}(\Omega)\right\}, \quad V^{\perp}:=\left\{u \in X ;(\operatorname{grad} u, \operatorname{grad} v)_{0, \Omega}=0, \forall v \in V\right\}
$$

The $V^{\perp}$ is $H^{1}$-orthogonal complement of $V$.
Following two theorems used to establish inf-sup (for proof see literature: Necas 1965, Duvant, Lions 1976).

## Theorem I

Let $\Omega \subset \mathbb{R}^{n}$ be a bounded connected domain with Lipschitz continuous boundary.

## Stokes Hydrodynamic Equations: Inf-Sup Conditions

For Stokes we have

$$
V:=\left\{v \in X ;(\operatorname{div} v, q)_{0, \Omega}=0, \forall q \in L_{2}(\Omega)\right\}, \quad V^{\perp}:=\left\{u \in X ;(\operatorname{grad} u, \operatorname{grad} v)_{0, \Omega}=0, \forall v \in V\right\}
$$

The $V^{\perp}$ is $H^{1}$-orthogonal complement of $V$.
Following two theorems used to establish inf-sup (for proof see literature: Necas 1965, Duvant, Lions 1976).

## Theorem I

Let $\Omega \subset \mathbb{R}^{n}$ be a bounded connected domain with Lipschitz continuous boundary. The following mappings are isomorphisms

## Stokes Hydrodynamic Equations: Inf-Sup Conditions

For Stokes we have

$$
V:=\left\{v \in X ;(\operatorname{div} v, q)_{0, \Omega}=0, \forall q \in L_{2}(\Omega)\right\}, \quad V^{\perp}:=\left\{u \in X ;(\operatorname{grad} u, \operatorname{grad} v)_{0, \Omega}=0, \forall v \in V\right\}
$$

The $V^{\perp}$ is $H^{1}$-orthogonal complement of $V$.
Following two theorems used to establish inf-sup (for proof see literature: Necas 1965, Duvant, Lions 1976).

## Theorem I
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Let $\Omega \subset \mathbb{R}^{n}$ be a bounded connected domain with Lipschitz continuous boundary.
(1) For the following linear mapping, the image is closed in $H^{-1}(\Omega)^{n}$
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\operatorname{grad}: L_{2}(\Omega) \rightarrow H^{-1}(\Omega)^{n}
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(2) For $f \in H^{-1}(\Omega)^{n}$, if

$$
\langle f, v\rangle=0, \forall v \in V
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(3) There is constant $c=c(\Omega)$ so that
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\begin{aligned}
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Modified Taylor-Hood Element: Use piece-wise linear functions on sub-triangles (macro element)
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## Stokes Hydrodynamic Equations: Taylor-Hood Element

Consider triangulation $\mathcal{T}_{h}$ and polymomial shape spaces $\mathcal{P}_{j}$.
Taylor-Hood Elements: Stability achieved by velocity field in polynomial space larger degree than the pressure space.
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Figure: $\times$ denotes pressure values, • denotes velocity values.
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