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GANs: CIFAR-10, 32x32 GANs: LSUN, 256x256

CycleGANs GANs Celeb-HQ

Motivations: Image Generation

Many other applications…
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Motivations
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input noise
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Generative Modeling

Manifold-like structures in high dimensional spaces (natural images, audio, physical fields, PDE solutions).

Challenge: How to learn high dimensional probability distributions, generators G(z) for sampling?

Approaches for learning models:
- Bayesian Methods
- Maximum Likelihood Estimation (MLE)
- and many more…

Challenge: How to do this in a tractable way?
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Generative Adversarial Networks (GANs)

early work on GANs

Goodfellow 2014: Generative Adversarial Networks (GANs).

GANs: Utilizes deep learning with DNNs for generators 𝐺(𝑧; 𝜃). 

Key idea: Use properties of supervised learning and generalization 
behaviors of classifiers D to train generators 𝐺(𝑧; 𝜃). 

Synthetic data distribution mixture of “real” and “fake” samples.

Two player-game:
(i) D aims to classify x as “real” or “fake.”
(ii) G aims to generate “fake” samples so well D can not tell difference. 

Successes: image generation, video augmentation, and                        
other applications.  Challenges (counting, spatial alignment,…)

Ian Goodfellow
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Deep Neural Network
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GeneratorGANs

Task: Use GANs to learn Gaussian target data distribution 𝜌𝑑𝑎𝑡𝑎 𝑥 .

Generator→ Approximated by Deep Neural Network (DNN) and SGD.

Training: Alternate between minimization for D(x) and maximization for G(z).

Remark: Cumulative Distribution Function (CDF) → Inverse gives a generator.

Remark: Gaussians this diverges to give small probability for tails. Noise sources 
type important consideration in practice.
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Results: Atzberger 2020
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GANs Celeb-HQ
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Image Generation

Lherranz 2018

Task: Use GANs to generate images similar 𝜌𝑑𝑎𝑡𝑎 𝑥 .

Generator G(z): maps noise from latent space Z → images X. 

DNN Generator: Generate images using deep Transpose Convolutional Neural 
Networks (T-CNNs).

Discriminator D(x): Image classifier based on Convolutional Neural Networks 
(CNNs).

GANs: Use SGD to learn both classifier and generator at the same time.

Important Considerations: architecture, regularizations (batch normalization), 
data quality, training protocols (balancing D and G),…
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CycleGANs
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Training Protocol

Task: Use input image to generate image of another class.

GANs trains two generator maps G(X) and F(Y).

Two discriminators: 𝐷𝑋 and 𝐷𝑌 try to keep in space of natural images.

Reconstruction condition: 𝑋 → 𝑌 → ෨𝑋 for information preservation.

Training: SGD over a large corpus of images or videos. 

Results:

- image-to-image conversions (style, time-of-year, object class).

- video-to-video conversions (style, time-of-year, object class).
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Summary

GANs provides approach for training Generative Models.

JS-GANs uses properties of supervised learning for discriminator D to obtain loss functions related to classifier behaviors.

Many variants of GANs: Wasserstein (WGANs), Gradient Penalty (GP-GANs), Energy-based (E-GANs), …

Provides representations and parameterizations for subsets of manifold-like structures.

Challenges remain:
- computationally expensive (involves training DNNs).
- learning full probability distribution (mode collapse).
- reliable training (oscillations, lack of convergence).

Successes in image processing / video (interpolation, super-resolution, reconstruction, augmentation).

Emerging applications in the sciences and engineering (surrogate models, subgrid models, model reductions).
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