GENERALIZED DIVISOR FUNCTIONS IN ARITHMETIC
PROGRESSIONS: II

VARIANCE OF THE TERNARY DIVISOR FUNCTION IN ARITHMETIC PROGRESSIONS

D. T. NGUYEN

ABSTRACT. We give an asymptotic equality for the average of the variance for the ternary
divisor function in arithmetic progressions. This estimate refines a recent conjecture about
asymptotics of this variance. This result is also closely related to the problem of moments
of Dirichlet L-function.
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1. INTRODUCTION

One form of the celebrated Bombieri-Vinogradov Theorem [3] [18] (1965) asserts that

Yy —A
1.1 max max A(n) — ——| <« N(log N
(1) S s | 5 A 0] < Nilon V)
1<g<N1/2(log N)=8 1S”(S1)/
n=a(q

where A(n) is the von Mangoldt function and B = 4A + 40 with A > 0 arbitrary. Analogues
of (1.1) has been found for all 74(n) [15] and 73(n)? [13, Lemma 8], where 74(n) is the k-fold
divisor function: > >7 7 (n)n=* = ¢*(s).

Around the same time, Barban [1] [2] (1963-1964), Davenport-Halberstam [6] (1966), and
Gallagher [7] (1967) found the following related inequality in which the absolute value is
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being squared:

N
——| < N*(log N)™*,

(1.2) Z Z
e ©(q)

1< B 1<a
=a= (aq)=1

ﬁ\AM

H |/\

giving a much wider range for ¢q. In fact, Davenport and Halberstam proved a slightly
stronger result than Barban’s, while Gallagher gave a simplified elegant proof. For this
reason, this type of inequalities are often referred to as Barban-Davenport-Halberstram type
inequalities.

Barban-Davenport-Halberstram type inequalities have many applications in number the-
ory. For instance, a version of this inequality (with A(n) replaced by related convolutions
over primes) was skillfully used by Zhang [19, Lemma 10] (2014) in his spectacular work on
bounded gaps between primes.

Shortly after, in 1970 Montgomery [12] succeeded in replacing the inequality in (1.2) by
an asymptotic equality. One of his results is
(1.3)

2

YYD A ) = QNlog N + O(QN1log(2N/Q)) + O (N*(log N) ™)

1<g<Q 1<a<q [1<n<N
(a,9)=1 | n=a(q)

for @ < N and A > 0 arbitrary. A few years latter, Hooley [9] (1975), by introducing new
ideas in treatment of the off-diagonal terms specific to primes, sharpened the right side of
(1.3) to

QNlog N + O(QN) + O(N*(log N)~4))

with A(n) replaced by the Chebyshev function 6(n).

Motohashi [14] (1973), by using an approach similar to Montgomery, elaborately estab-
lished a more precise asymptotic with lower order and power saving error terms for the divisor
function 7(n). Recently, by function field analogues, Rodgers and Soundararajan [16] (2018)
were led to the following conjecture for the variance of the k-fold divisor function 75 over the
integers.

Conjecture 1.1. For X,d — oo such that log X/logd — ¢ € (0, k), we have

d
1
Z Z Ti(n) — 2@ Z 7(n)| ~ ar(d)y(c) X (log d)¥" 1,
a=1 1<n<X ® 1<n<X
(a,d)=1 | n=a(mod d) (n,d)=1

where ay(d) is the arithmetic constant

ap(d) = lim (s — 1)k2 Z Tk(n)2’

s—1t



and v (c) is a piecewise polynomial of degree k* — 1 defined by

1
- - A(w)2dk
e (c) HGH T 17 /{01]1c de(wy + -+ - wi) A(w)“d"w,

where 0.(x) = 6(x — ¢) is a Dirac delta function centered at ¢, A(w) = [[,_;(w; —wy) is a
Vandermonde determinant, and G is the Barnes G-function, so that in particular G(k+1) =
(k—D!(k—2)!--10

This conjecture is closely related to the problem of moments of Dirichlet L-functions [4]
and correlations of divisor sums [5]. In the same paper [16], Rodgers and Soundararajan
confirmed an averaged version of this conjecture in a restricted range over smooth cutoffs.
Harper and Soundararajan [8] obtained a lower bound of the right order of magnitude for
the average of this variance. By using the large sieve inequality, Nguyen [15, Theorem 1]
obtained an upper bound of the same order of magnitude for this averaged variance.

In this paper, we replace the upper bound in [15, Theorem 1] by an asymptotic equality for
the ternary divisor function 73(n) averaged over moduli up to the length of the sum. Our ap-
proach is based on Motohashi’s treatment for the case of 75, with appropriate modifications;
see Section 2.1 below for a discussion and possible extensions.

1.1. Notations. 7(n): the number of ways to write a natural number n as an ordered
product of k positive integers.
7(n) = 73(n): the usual divisor function.
(n): Euler’s function, i.e., the number of reduced residue classes modulo 7.
¢(s): Riemann’s zeta function with variable s = o + it.
(s): Gamma function.
v: Euler’s constant = 0.5722. ...
Yo(a): 0-th generalized Stieltjes constant

m— 00

Yo(a) = lim ( — log(m + a)) .

D

((L’) 27rix

q(a) 271'15
,(b): Ramanujan’s sum

oD

Cq(b) = Z eq(ab).

1<a<q
(a,9)=1

(m,n): the greatest common divisor of m and n.

[m,n]: the least common divisor of m and n.

N: sufficiently large integer.

¢: arbitrary small positive constant, not necessarily the same in each occurrence.

P.(log N): a polynomial of degree r in log IV, not necessarily the same in each occurrence.
Throughout the paper, all constants in O-terms or in Vinogradov’s notation < depends

on € at most.
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2. STATEMENT OF RESULT
Our main result is the following

THEOREM 2.1. We have the following asymptotic equality, with effectively computable
numerical constants

S;, (0<5<8),

2

(2.1) Z Z Z Tg(n) — NPQ(log N) — N? Z GS—j lOgS—j N+0O (N599/300) 7

1<UKN 1<b<t | 1<n<N j=0

:%fllogQN—(A—B)logN+(A—B+é),

q

A=A =07 g7, (0) Y eqlanpy),

ql? a,By=1

q

B=DB(b) =0T qc,b) > eglaapy)(310(a/q) - 3logq),

ql¢ a,B,y=1

q

C=Cb) =" q7%b) Y eglaaBy)(Bro(a/a)0(8/9)—970(a/g) log 02 log?q),

2
qle a,B8,v=1
v is Euler’s constant, yo(«) is the 0-th Stieltjes constant, and c,(b) is the Ramanugjan sum.

The constants &;,0 < 7 < 8, have complicated expressions but can be explicitly deter-
mined from our proof. We give here the value of the leading constant Gg:

1 _ _ _ _ _
S5 = [T (1= +16p72 —9p™" +p7%) =1.223- - x 10",
p

We note that it is possible to obtain asymptotics for (2.1) with ¢ averaged over the range
1< /¢ < LforL < Nand L > N. A phase transition in the coefficient of the leading
asymptotic might begin to occur. It is also plausible to use this method, in conjunction with
subconvexity bounds for ((s), to treat the variance of 74(n). On the generalized Riemann
hypothesis, it might also be possible to treat all 7,(n). We hope to return to these ideas in

a future article.
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2.1. Outline of the proof. We follow the approach of Motohashi [14] in his treatment of
the divisor function 7(n), which in turn was based on Montgomery’s adaptation [12] of a
result of Lavrik [11] on twin primes on average.

To control the error term, we prove an analog of Lavrik’s result for 73, using a simpler
version of Vinogradov’s method of trigonometric sums, as in Motohashi. The standard
convexity bound for ((s) in the critical strip suffices for our purpose. We remark here that
our analogue of Lavrik’s result can be seen as an average result concerning the mean square
error of the following modified additive divisor sum

Z T3(n)73(n + h)

1<n<N-—h

of length N — h for averaged over h up to h < N — 1. This idea might also have application
to the sixth power moment of ((s), which we plan to revisit in the near future.

To evaluate the main term, we proceed slightly different from Motohashi due to some
complications involving an exponential sum in three variables. We show that the resulting
sum can be evaluated, on average, thanks to the orthogonality property of the Ramanujan’s
sum.

3. PREPARATORY LEMMAS

For o > 1 and (a,q) =1, let

(3.1) E(s;g)— ( ) Z@, n)e,(an)n=>.

The case for the usual divisor function 7(n) was considered by Hecke and Estermann (1930).
Smith (1982) extended the result to all 7. We specialize to a special case his results.

LEMMA 3.1. [17, Theorem 1, pg. 258] The function Es(s;a/q) has a meromorphic
continuation to the whole complex plane where it is everywhere holomorphic except for a
pole of order 8 at s = 1. Moreover, FE(s;a/q) satisfies the functional equation

5 3 2-s
2) Bosara) = (4) 1 T B sson (£ %E(l—s;a/qx
where

E*(s;a/q) = Z G*(my, ma, ms; a/q)(mymaoms) ™%, (o > 1),

ma,ma,ma>1
G*(my, mg, ms;a/q) = 2q13/2 {G(my,me, ms3;a/q) £ G(my, ma, ms; —a/q)},

and

G(my,ma, ms;a/q) = Z eq(amymomsg + myxy + mexy + maxs).

z1,22,23(q)
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We rewrite the functional equation (3.2) as follows (c.f. Ivic [10]). Let

A*(n,a/q) = Z Z eq axriTers + N1x1 + NoZy + Nzxs)

N1NaN3=n T1,r2,r3= 1
+ eq(—axlxﬁg + ni1x1 + Noxs + ngl’g)) .
We have that

[A%(n,a/q)] < ¢*15(n).
Then from Lemma 3.1 we obtain the following form of the functional equation.

LEMMA 3.2. [10, Lemma 2, pg. 1007] For o <0 and (a,q) = 1, we have
(3.3)

B(siafg) = (1) {ﬁ S A0/ + i CE) S A, a/Q)n51} ,

T
where the two series on the right-side are absolutely convergent.

We also need the Laurent expansion of E(s;a/q) at s = 1 for residue calculations.

LEMMA 3.3. For (a,q) =1, we have

(3.4) E(s;a/q):%<<sfl)3+<s_31) 5—1) cha q)(s—1)"

where

q

A=Al =q" ) eglaapy),

a,B,v7=1

B=B(g)=q" ) eflaapy)(3r(a/q)—3logg),
a,B,y=1

C=Cl)=q7 Y eslant)nlo/0no(B/a) — Polo/a) o+ 3 log’q),
a,B,y=1

with

Yo(a) = lim ( k:—il— — log(m + a)) :

The coefficients A, B,C'" are independent of a and satisfy
(3.5) A(q) < 7(q)log* g,
B(q) < 7(q)log’ q,
C(q) < 7(q)log" q
uniformly in a.

LEMMA 3.4. Forn > 1 and (a,q) = 1, we have

s A
(3.6) Rgls. E (s; g) % =q'n (5 log’n — (A — B)logn + (A — B + C)) )
6



where A, B,C are given in Lemma 3.35.

Proof. We have, by (3.4),

a\ n’ 1. d? a\ n’
5@?%8@)?‘5%@(“‘”E(S’g)?)

lim 4 <(A +B(s—1)+C(s—1)*+0O((s — 1)3))”—3)

S

=q n(Alog n—(A—B)logn+ (A— B+C))

LEMMA 3.5. Foro > 1, let
R(s;0,b) = Z T3(n)n=".

n=b(mod £)
We have
N® A, _ S
Rels R(s;0,b)— = N 510g N—-(A-B)logN+(A-B+C0C) |,
5= s
where
A=A(lb) =10 Zq_lcq )A(q),
ale
B=DB(tb)=(") q'c(b)B
ale
C=C(Lb) =" g cy(b)C(q)
ale
with A(a), B(q),C(q) given in Lemma 3.5.
Proof. We can write R(s;¢,b) as
R(s;0,b) Z Z eq(—ab)E ( )
qll 1<a<q
(a,9)=
_ A(q) Blg)  Cl9) i el n
- %; ( —1)3 - (s —1)2 + s—1 + nz% / %e: ch(b)cn(a,q)(s 1)

AL B(b)  O4h) =1y
P o T a1 T

n=0 qlt
The lemma follows as in the previous one. [l
For a € R, let
(3.7) D(a,N) = Z 73(n)e(an).
1<n<N

Using (3.1) we first estimate D(a, N) for a = a/q with (a,q) = 1.
7



LEMMA 3.6. For (a,q) =1, we have

q q \2
with A, B, C' given in Lemma 3.35.

Proof. We have

s s 1 —0+iT s
q s=1 q) s = s=0 q) s 2 ) s q) s

1+e 1 1+6
+O{nT +na—|—f/6 E(U—l—z’T;g) n"da},

where § = (log(ng+1))~! and T is to be determined latter. By expressing the residue as an
integral around the origin,

Res FE (s; 2) n

s=0 q S

By the functional equation (3.3) and the convexity argument,

o)

uniformly for —0 < o <1+ 4. Hence we get

D <2n> _nr <§1og2n_ (A— B)logn + (A—B+C)) +0 {(nq+ )¢},

(3.9) < (log(gn + 1)).

< (qT)23 ) (log ¢T)°

1 —o6+iT s
(3.10) 2—/ E (3;2) " as| < (Tq)%(loqu)7

Ti ) _s_ir q) s
and

1 1446 a n 149 Tq %(1*‘7)

3.11 — E T:— ) |n’d —(log qT)° — do.
i g [ e (o) rri < Guosare [ 7(E)T e
Taking

T=q '(ng+¢*)*"
it follows from (3.6), (3.8), (3.9), (3.10) and (3.11) that
n

D (gn) = (glog%— (A—B)logn+(A—B+C)) + 0 {(ng + )P

LEMMA 3.7. For a € R, we have

(3.12)D(ar, N) = ! > (élogzn— (A— B)logn + (A — B+C)) e ((a— 9) n)

qlgngN q
+O{(Nq+q2)3/5+s (1_|_ &—E‘N>},
q

with A, B,C given in Lemma 3.5.



Proof. We have
D(a,N)= Y {D(a/g,n) - D(a/q,n —1)}e((a — a/q)n).

1<n<N

This, together with Lemma 3.6 and partial summation, gives (3.12). O
Let

(3.13)

F(oz,iN) 1 (éloan—(A—B)logn+(A—B+C))e((a—g) n)
q ¢ 52w \2 q

and
q a 2
(3.14) Gale,N)= Y > |F <a,—,N) :
1<g<A a=1 q

(a,q):l
where A satisfies
(3.15) 4A < Q
and A is to be determined more precisely latter; see (4.7) below. By Lemma 3.7 and equation
(3.13),
(3.16) D(a, N) = Fla,a/g, N)| < (Ng + ¢2)** (1 . 2' N) .

q

Now, by (3.13) and (3.14),

q

(3.17) GalaN) = 3 elak) | 3 q—ZWq(k,N) S eql—ak) |,

|k|<N-1 1<g<A a=1

where

1
(3.18) Wq(k,N):ZAQ > log’nlog®(n + [k|)
1<n<N—|k|

1
—§A(A—B) Z log nlog(n + |k|) logn(n + |k|)

1<n<N-—|k|

+ (A - B)? Z log nlog(n + |k|)

1<n<N—|k|

—%A(A—B—i—C) 3 (log?n +log(n + [k]))

1<n<N-—|k|
—(A=B)(A=B+C) Y logn(n+|k|)
1<n<N-—|k|
+(A=B+C)*(N — k)
= wi(q)T1(k, N) 4 - + we(q)Ts(k, N),
9



say. For the innermost sum in (3.17) we have
q
q (q)
> ek =u (i) — cy(Jk]).
@) & (o)
Thus we write (3.17) as

(319) Gala,N)= > (Z q2cq(\k\)Wq(k,N)> e(ak) = > Sa(k,N)e(ak),

[k|[<N—1 \1<¢<A |k[<N-1

say. Now, by (3.7), we have

ID(e, N)P = ) V(k, N)e(ak),

|k|<N-1
where
(3.20) V(E,N) = Y m(n)7s(n+[k]).
1<n<N—|k|
Thus,
[D(a, N)* = Gala, N) = > (V(k,N) = Sa(k, N))e(ak).
[k|<N-1
and we obtain
LEMMA 3.8.
(3.21) > (V(k N) = Sa(k,N)) / |D(e, N)|? = Gala, N)|* da,
|k|<N—1

with D(a, N), Ga(a, N), V(k,N), and Sa(k, N) given by (3.7), (3.14), (3.20), and (3.19),

respectively.
This integral will be estimated in Section 4 below.

LEMMA 3.9. With

(3.22) Ti(k,N)= Y log’nlog*(n+ |k]),
1<n<N—|k|
Ty(k,N)= Y lognlog(n+ [k|)log(n(n + [k])),
1<n<N—|k|

Ty(k,N)= Y lognlog(n+ |k|),

1<n<N—|k|

Ty(k,N)= > (log*n +log’(n+[k|)),

1<n<N—|k|
Ts(k,N)= > log(n(n+k|)).
1<n<N—|k|
10



giwen from (3.18), we have

Ti(k,N) = (N — [k|) log® N'log?(N — [k]) + O(N log® N),

Ty(k, N) = (N — |k|)(log® N log(N — [k[) +log N log*(N — |k])) + O(N log® N),
Ty(k,N) = (N — |k|) log N log(N — [k]) + O(N log N),

Tu(k, N) = (N — [K[)(log® N + log*(N — |k])) + O(Nlog N),

Ts(k, N) = (N — |k|)(log N + log(N — |k[)) + O(N).
Proof. For k > 0, by partial summation, we have
Ts(k,N) = (N — k)log(N — k) + Nlog N — klogk —2(N — k) + O(log N).
Similarly, we obtain the other T;’s. 0
LEMMA 3.10. For positive integer 6 and q > 1, we have
Z c,(0m) = O(q6 72X *10g? X).

1<m<X

Proof. Let us consider the function

(s = Y o)

We have

f(s) = f: Z p(d)ydm= =4§° io: m=? Zp (%) d'= = 65¢(s) Zp (%) ds.

m=1 dom dla dla
dd'=q

Hence we have

1 /2+2T

Z cg(6m) = ljzels 5_S<(S)ZM (%) d1_5§ + %/1 Zu( )dl X —ds

1<m<X dlq /2—iT dlg

@) X Xe X T)| d T Xod
+ T + —f—? /2 C(o+i Z,u() o

Since we have

T oy dt
[z

=T

(| s X <a

dlq dlq
and
(0 +iT)| < T3 10g® T
taking T'= X we complete the proof. 0

We will apply Perron’s formula in the following form.
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LEMMA 3.11. Let f(s) = >~ a,n*® be a Dirichlet series converges absolutely for o > 1.
Suppose a,, = O(nf) for any ¢ > 0 and f(s) = ((s)'F(s) for some natural number ¢ and
some Dirichlet series F(s) absolutely converges in R(s) > 1/2. Then for X not an integer,
we have

S a4, = (EF_(ll))XPg 1(log X) + 0. (X777 |

where Py_1(log X) is the polynomial in log X of degree { — 1 with leading coefficient 1 given
explicitly by
Xsfl
Pr1(log X) = (£ — 1)!Res,—1((s) F(s) —
LEMMA 3.12. We have

a
Z ma(n) = 8—Z;’XP8(10g X)+0 (Xlo/n) 7

n<X

where

a3 =[] (1= 97> +16p~° — 9p~* + p~®) = 0.04932...

p

and Py(log X) is a polynomial of degree 8 in log X and leading coefficient 1.
Proof. We have

v=1

> > v+ 2\?
2 —s —Vs
= 1
>t =T{1+ 3 (7)),
n=1 p
where both members of this equation are absolutely convergent if ¢ > 1. Hence, if 0 > 1,

9{§:T§(n } H{l— (14+9p° +36p > +---)}

:H{1+a2p_25+a3p_35+---} = F(s),

S ()T

r=0

say, where

We adpot the convention for the binomial coefficients that (:1) = 0 if m > n. The coefficient
a, satisfies

la,| < Kv?,
where K is independent of v. Hence
[o¢]
Z ‘ay‘pfzzs < K/p72s
v=2

12



where K’ is independent of p. Hence, if 0 > 1/2, then Zp p~ 2 is absolutely convergent, and
thus is also

F(s) = H {1+ia,,p”s}.

Hence we obtain that
D ) = {((s)}’ F(s),
n=1

where F(s) is absolutely convergent for ¢ > 1/2. It follows at once, by Lemma 3.11, that
RHOE %XPS(log X)+0 (X1,
n<X ’

where
as = F(1) = H (1—9p2+16p3 —9p~* +p79).

p

LEMMA 3.13. We have

N-—1 2
tlogt
/ B gt = N (log? N —log N — = +1) + O(log N)
. N—t 6

and

N1 ¢log?t 3 ) w2 9
/ N tdt:N(log N —2log N—<§—2>10g1\7+2§(3)—2)+0(10g N).
. _

Proof. Expanding into a geometric series and integrate by parts, we have

N-1 o'¢) N—-1
tlogt 1
=3 — ™ log tdt
/ Nt T Nm/l o8

:Nlog(N—Uf: mil (NA; 1)m+1 —Ni (mil)Q <NA_[ 1)mHJrO(U

m=1 m=1

2

=N <log2N —log N — % + 1) + O(log N).
This gives the first integral. The second integral is computed in a similar way. U

4. AN ANALOGUE TO A RESULT OF LAVRIK

In this section we estimate the integral in (3.21) by trigonometric method of I.M. Vino-
gradov along the line of Lavrik, following Motohashi (section 3).
Let a/q be a term of the Farey series of order €2, which is to be determined latter. Let

"

s}

a
y
q
1

al
_/ /"
q

w
(=)



be consecutive terms of the Farey series and let C'(a/q) be the interval [Z:ig, Zig,’,’] The

interval C'(a/q) contains the fraction a/q with length bounded by
a 2
4.1 cl=-1 < —.
(4. ‘ <Q> ‘ g9
Let
! 2
UV = [ |IDa NP - Gata, M) da
0

denote the integral in (3.21). We proceed to estimate U(N). We have

(4.2 v = 3 Y [ (ipla NP - Gala, M) da
1<¢<Q a=1 “C(a/q)
a,q)=1
q 22
<2 ) Z/ |D(oz,N)|2—‘F<oz,—,N) do
1<q<Q a=1 7 C(a/q)
(a,q)=
q 2|2
+2 > Z/ GA(a,N)—‘F(a,—,N) da
1<q<Q a:)l C(a/q)

say. For U;(N), we have, from (3.16),

912

'|D(a,N)|2 - ’F (a,g,N)

< (Nq+q?)s+2 (1 +

2
a— 2 N |D(oz,N)|2—|—’F (oz,iN)
4q q
2)

2)
Thus, for a € C(a/q), we have, by (4.1), that the above is bounded by

819 1244 N5+2 2 a
(NQ)FT= + Q57 + —5— | | [D(e, N)[" + | F Oz,g,N

and we get
(4.3)

6 12 N%—Wa 1 1 1 a 2
(V) < | (NQ)SP 4 Q5 4 — / ID(e, N)Pdac+ > Y / F(a,—,N> dov

0 1<g<Q a=1 vO q
(a,9)=1
6 12 1756—"_26
< ((NQ)5+2E+QS+4E+ RE )NlogSN.

14



For Uy(N), we have, by (3.14),

do
1<q<Q  a=1 “C@/0) |1<cg<n g1
(a,g)=1 (a',q)=1
a’q#aq’
a 4
P Yy / ( o N) da
A<q<Q a= 11 C(a/q) q
(a,9)=

= Us(N) 4+ Us(N),
say. By (3.13), we have
(N log® N)* 1 N'log® N
A<g<Q

It remains to estimate Us(NN). By partial summation, we can write F' (a,a’/q', N)

1
?(A(a', q) log> N + (B(d',q) — 2A(d’,¢')) log N +2A(d,q") — B(d', ¢)

4 1 [N /241 B—2A 4
+C(a’,q')) Z e((a—a—,)n)——,/ ( og£+ ) Z e((a—a—)n)df.
1<n<N q T )1 ¢ 3 1<n<¢
Thus,
/ le 3
(o)« e
q

. / '
q' [sinm (a — %)‘

The function F (a,a’/q’, N) has period 1 in «, and |a/q — (¢’/¢' £ 1)| < 1/2. Thus, U3(N)
1s at most

< Alog?N 3 2/ DS -

Tdo.
1<(1<Q a=1 YO/ 1<y<n =g ¢*|sinT (a— “—ﬁ)
(a,q)=1 (a/,¢)=1 q
0<|%—2|<3
By (3.15), we have, for a € C(a/q),
lla o a’ 3
20q ¢ ¢ 4
for N sufficiently large. Hence,
()
2A27.12 2e A2 7412
Us(N) < Q2°A%log NZ Z Z Z \aq—qa’\‘* < Q" A%log NZF’
1<q<Q(a)1 1<¢<A o=
aq



where t(u) is the number of integer solutions to |a¢’ — qa’| = u in the range of summation.
We have

t(u) < A*Q

which yields

(4.6) Us(N) < Q¥ A*log™ N.

From (3.21), (4.2), (4.3), (4.4), (4.5) and (4.6), we get the inequality

21/5 4
Z (V<ka) - SA(]C, N))2 < N°® (N11/5Q6/5 +912/5N+ NQ2 —|—Q3A4 + Q]VAS> .
1<k<N-1

We now take, for example,
(4.7) Q=N and A=NYY

Then the requirement (3.15) is satisfied, and we have proved

LEMMA 4.1. The inequality

holds for sufficiently large N.
16



5. PROOF OF THE THEOREM

Let Q(N) denote the sum on the left side of (2.1). We have

(5.1)

= > > 7mh)mn)

1<¢<N 1<ni,na<N
ni1=nz(mod £)

+%N210g4]\f > Ay

1<I<N 1<b<t

~N’log’N Y ) (4 A(L,b)B(L,b))

1<U<SN 1564

+N210g? N ST ST (A(4,0)? — 24(6,0) B + B(£,0)?)

1<O<N 1<b<t

+N?log® N Y ) (A A(,0)B(£,b) + A(L,b)C (¢, D))

1<U<SN 1564

B(£,b)C(£,b) + A(£,b)C(¢, b))

+2N?10g® N > (A(4,b)* + B(L,b)* — 2A(¢,b) B(L,b) —

1<U<SN 1<

+ N2 YT (A(4D) + B(Lb)* + C(L,b)” — 2A(¢,b) B(L,b) + 2A(L,b)C(€,b) — 2B(£,b)C(L, b))

1<U<N 1<b<Y

—Nlog®N Y Y Alb) > w(n)

1<U<N 1<b<4 1<n<N
n=b(¥)
+2NlogN > > (A B(L,b)) > 73(n)
1<U<N 1<b</ 1<n<N
n=b(¢)
+2N > Y (A B(L,b) + C(L,b)) > 75(n)
1<U<N 1</ 1§n%])\/
n=b(¢

= Q1(N) + -+ Quo(N),
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say. We start with evaluating @1 (N), which is the longest of the ten. We have

(52) QN)=N > mh)+2 Y > > m(n)mn+ ul)

1<n<N 1<U<N-1 1<u<(N-1)/¢ 1<n<N—uf
=N > mm+2 Y V(kN)T(k),
1<n<N 1<k<N-1
where V(k, N) is given by (3.20). Here we have, by Lemma 3.12,
(5.3) ZNTg(n) = gNPg(log N)+ O (N1
n<

with a3 and Ps(log N) given in that lemma. Now, by Lemma 4.1,

(54 V(k,N)7(k)= > Sak,N)7(k)

1<k<N-1 1<k<N-1

1/2 1/2
+o{< > #(k)) ( > (V(k,N)—SA(k,N))2> }

1<k<N-1 1<k<N-1

Z SA k, N)r(k) + O (N599/300) —Qu(N)+ 0 (N599/300) ’

1<k<N
say. We now calculate Q11(NV). By (3.19), (3.18), and (3.22), we have
6

Qu(N Z Z q *w;(q Z 7(k)eqy(k)T;(k, N).

=1 1<g<A 1<k<N-1
If ¢ =1, then
c(k) =1, A1) =1, B(1) =3y, C(1) = 372,
and, hence,
1
(5.5) wi (1) = 7
wll) = 5(37-1),
w3(1) = (1 — 37)2,
wi(l) = 51— 3y +37%),
ws(1) = (3y = 1)(1 = 3y = 3+%),
we(1) = (1= 3y +39%)?
Thus
(5.6) Qu(N) =) w;(1) Y 7(k)Tj(k,N)
j=1 1<k<N-1
+3 ) awila) Y T(R)ey(R)T(k, N)
j=1 1<q<A 1<k<N-1



To calculate the k-summations, we need to compute the following sums.

(5.7) Hy(N) :Kk;v 1T(k) log(N — k),
Hy(N) = ;kgv_l 7(k)log*(N — k),
Hy(X) = K;X 7(k)cq(k)
M) = 3 b6 s 1
Hs(N) = _i 7(k)cy(k) log? (N — k)

1<]§:V1k:7 k) log(N — k),

K;:V 1k:¢ k) log?(N — k),

1<h2x

> kr(k)ey(k)log(N — k)
Hy KEV 1k:¢ co(k) log? (N — k)

1<h<N-1

Assume g > 1. We now compute the first sum in (5.7). By partial summation, we have

N-1 N-1 oy s
Hi(N) = N tlogtdt—i— (2y—1) N—dt+O(N log V).
1 - 1 -

By the first part of Lemma 3.13, this is equal to

2
N (log2 N —log N — % + 1) + (27 —1)(Nlog N — N) + O(N'Y?1og N).

Thus,
2

Hi(N) = Nlog®? N + (2y —2)Nlog N + (% —27) N 4+ O(NY?1og N).

Similar, by both parts of Lemma 3.13, we get
2

N-1 g
Hy(N) = / N2 (tlog2t+ (2v — 2)tlogt + (% - 27> t+ O(t/? logt)) dt
. _

2

= Nlog® N 4 (2y — 4)Nlog® N + <4—47— %) Nlog N

+ <2g(3)—2—(27—2) (%2—1) —%2+27)N+O(N1/210g2N).
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We now estimate H3(X). We have
2. 2 ak= 3 ),
1<k<X dlk 1<d<X 1<m<X/d

By Lemma 3.10, the inner sum is < gd~'X"/?1log? X. Thus,

H3(X) < ¢XY?log? X Z d™' < ¢X?1og? X.
1<d<X

Using this we get, by partial summation,

H,(N) = O(gN*?1og* N)
and

H5(N) = O(gN'"?1og® N).

By partial summation we can easily obtain

LEMMA 5.1.
1
Hg(N) = 5(N — 1)21log*(N — 1) + A(N — 1)%log(N — 1) + M\y(N — 1)2 + O(N3/?1og N),
H;(N) = ! (N —1)?1og®(N — 1) + A3(N — 1)?1log®(N — 1) + M\y(N — 1)?log(N — 1)

2
+As5(N = 1)2 4+ O(N*?1log® N),

Hg(N) = O(N*?1log® N),

Hy(N) = O(N*?1log* N),

Hyo(N) = O(N*?1log* N),

with numerical constants \;’s.
Here we have

)\1:’)/—1/2,
_7T2 1 3
2T T Ty
A3 = — 5/4,

ete.
Collecting the w;(1)’s from (5.5) and the H;’s above, we deduce the following

LEMMA 5.2. There is an explicit polynomial Ps(log N) of degree 5 in log N such that the
q =1 contribution in Q11(N) from (5.6) is given by

iju) > 7(k)Ti(k,N) = N*Ps(log X) + O(N*/*1og® N).

1<k<N-1

Moreover, the ¢ > 1 contributions in Q11(N) from (5.6) is at most O(N®?), and, conse-
quently, from (5.2), (5.3), (5.4), and (5.6), we obtain that

Q1(N) = N2Py(log N) + O(N?9/300),
20



With more effort, though tedious in details, one can calculate similar asymptotic expan-
sions for Q2(N) to Q10(N) in (5.1). However, for our purpose, it suffices to bound the sums
(Q2-Q19 and show that they are smaller than the leading term N2log® N. Indeed, by (3.5)
and orthogonality of the Ramanujan sum ¢,(b), we have that
(5.8) Q2(N), -+, Qu(N) < N?log® N.

We demonstrate one such bound for QQ2(N)-the other bounds can be obtained similarly.
Suppose first that ¢ = 1. We have, in this case, A(¢,b) = ¢! for any b, and hence

(5.9) Y A=Y > ?<logN.
1<0<N 1<b<t 1<0<N 1<b<t
Assume next ¢, ¢2 > 1. Suppose (¢1,¢2) = 1. Then
Z Cq (b)CtIz(b) = Z Cq1q2 (b> < q1G2-
1<b<t 1<b<e

From this and (3.5), we get

DAL =02 ai'a ) cp(D)end)(an) log” a17(g2) log” g

1<b<t all gl 1<b<t
=072 7(@)log’ g1 Y 7(q2) log® go < €27 (0) log" ¢ < L7
4 q21¢
and, hence,
(5.10) Y AL < ) 7 <logN.
1<t<N 1<b</t 1<U<N

It remains to consider the case where (g1, ¢2) > 1. Let go = [q1, ¢2]. By orthogonality of ¢,(b)
we have that

Z Cqr (b)cgy (b) = {QOSO(QO), if ¢ = qo,

1<b<qo 0, otherwise.

Thus,

D eq(b)eg, (b) < {“MQO)’ if @1 = g,

1<b<rt 7192, otherwise,

which gives

Z Z A%(0,b) < {2195]\/ () < log” N, if q1 = g,

1<I<N 1<b<f do1<i<n ' < log N, if g1 # qo.

This, together with (5.9) and (5.10), give that Qy(N) is at most O(N?1log® N), verifying
(5.8) for Q2(N).

As mentioned before, the estimates in (5.8) are crude simply for the purpose of showing
they do not contribute to the leading term. It is possible, by procedures analogous to the
computations for Q1 (N) and Y, W,(k, N) demonstrated in the proof, to compute explicitly
a polynomial Ps(log N) of degree 6 in log N such that

Q2(N) 4 -+ + Q10(N) = N?Ps(log N) 4+ O(N9/300),
21



We conclude, therefore, that Q(V), which is the left-hand side of (2.1), is given by
N?Ps(log N) + O(N?*71/390),
which gives the right-hand side of (2.1). This completes the proof of the theorem.
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