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1. (a) The eigenvalue \; = 3 has the eigenvector x; = (1, —1)¢, and the eigenvalue Ay = 1 has
the eigenvector xo = (1,1)%.
(b) The eigenvalue A\, = 1+2‘/§ has the eigenvector x = (1, (1 + /5)/ 2)t, and the eigenvalue
Ag = 1'2‘/5 has the eigenvector x = (1, (1 — \/5)/2)t

(¢) The eigenvalue A\; = % has the eigenvector x; = (1,1)%, and the eigenvalue Ay = —% has
the eigenvector x2 = (1, —1)%.

(d) The eigenvalue A; = 1 has the eigenvector x; = (1, —1,0)%, and the eigenvalue Ay = )3 =
3 has the eigenvectors xz = (1,1,0)* and x5 = (1,1,1)%.

(e) The eigenvalue A; = 1 has the eigenvector x; = (1,1,4)t, the eigenvalue Ay = —1 has the
eigenvector xo = (1,0,0), and the eigenvalue A3 = 3 has the eigenvector x3 = (1, 2,0)%.

(f) The eigenvalue A; = Ay = 1 has the eigenvectors x; = (—1,0,1)! and x5 = (1, 1,0),
and the eigenvalue A3 = 5 has the eigenvector x = (1,2, 1)*.

2. (a) The eigenvalue A; = 0 has the eigenvector x; = (1,—1)%, and the eigenvalue Ay = —1 has

the eigenvector xp = (1, —2).

(b) The eigenvalue A\; = (3 + +/74)/2 has the eigenvector x; = (1 —+/7i)/2,1)t, and the
eigenvalue Ay = (3 — v/74)/2 has the eigenvector x; = (1 + Vi) /2, 1)L,

(c) The eigenvalue A\; = —1 has the eigenvector x; = (I, —1)%, and the eigenvalue A, = 4 has
the eigenvector x» = (4, 1),

(d) The eigenvalue A, = 3 has the eigenvector x; = (—1, 1, 2)t, the eigenvalue Ay = 4 has the
eigenvector xy = (0,1, 2)%, and the eigenvalue A3 = —2 has the eigenvector x = (—3,8, 1)t

(e) The eigenvalue A\; = Ay = 1/2 has the eigenvector x; = (0,5,12)%, and the eigenvalue
Az = —1/3 has the eigenvector x3 = (0,0, 1)*.

(f) The eigenvalue A; = 2 + 2 has the eigenvector x; = (0, —2i, 1)t, the eigenvalue Ay =

2 — 2i has the eigenvector x; = (0,2i,1)%, and the eigenvalue A3 = 2 has the eigenvector
Xg = (1, O, O)f

3. The spectral radii for the matrices in Exercise 1 are;

(a) 3 B) E (o) 1/2 () 3 (e) 7 (f) 5
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4. The spectral radii for the matrices in Exercise 2 are:

(a) 1 (b) 2 (¢) 4 (d) 4 (e) 1/2
5. Only the matrix in 1(c) is convergent.
6. Only the matrix in 2(e) is convergent.
7. The || - ||z norms for the matrices in Exercise 1 are:
(a) 3 (b) 1.618034 (c) 0.5 () 3 (e) 8.224257
8. The || - ||2 norms for the matrices in Exercise 1 are:

(a) 3.162278 (b) 2.828427 (c) 5.036796 (d) 5.601152 (e) 2.896954

9. Since
k = k_ I 7 ti i k = .
A=l5E 2 ] wehove  Jim 451 g
Also,
27k 0 0 0
E : k _
Az = zlkS_kl 9—k| 1+ 50 A}B{.lo Ay = lo D} .

10. If y is an eigenvector, then x = Wg’;ﬂ is also an eigenvector.

(f) 5.203527

(f) 4.701562

11. Let A be an n X n matrix. Expanding across the first row gives the characteristic polynomial

p(A) = det(A — AI) = (a1 — A)Myy + > (=1 ay; M.

j=2
The determinants M;; are of the form
a1 Gz — A a1 as j+1
asy asz2 as,i—1 03,541
Gj-1,1  Gj-1.2 Gj-1j5-1—A  Gj-1j41
My; =det | aj, aj,2 Qj,j—1 5,541
Q1,1 G541,2 Aj+1-1  Ojgig41 = A
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Exercise Set 7.3
for j =2,...,n. Note that each My; has n — 2 entries of the form a;; — A. Thus,
p(\) = det(A — AI) = (a11 — A\)M11 + {terms of degree n — 2 or less}.
Since

Qg3 — A Qo3 e e aon

]\1{11 = det

a'n—l,n
Gn2 e ot lGpopn—1 Qup — )\_

is of the same form as det(A — AI), the same argument can be repeatedly applied to determine
p(A) = (a1 — A)(aga — A) - - (@nn — ) + {terms of degree n — 2 or less in A}.
Thus, p(A) is a polynomial of degree n.
(a) PA) =M —=A)...(An =) =det(A —\),s0 P(O)=XA1--- Ay, =det A,

Since A7 'x = %x, we have (A71)%x = %A‘lx = 7\15)(. Mathematical induction gives

(A~ rx = /\ihx
(e) If Ax = Ax, then
g A x =gox+qAx+ ...+ G AFx = gox + @ dx+ . A Px = g(V)x
(f) Let A — o be nonsingular. Since Ax = Ax,
(A—alx=Ax—alx=Ax—ax=(A—a)x.
Thus,
;\i—ax =(A—al)'x.

Since A'A = A% and Ax = Ax, we have A?x = A2x. Thus, p (A*4) = p (4%) = [p(A)]* and
4lle = o (44)] = p(4).

(a) We have the real eigenvalue A = 1 with the eigenvector x = (6,3,1)".

(b) Choose any multiple of the vector (6,3, 1)*.

For
11 10
A= [0 1} and B = [1 J ,

we have p(A) = p(B) =1 and p(A+ B) = 3.

Let Ax = Ax. Then |\ ||x]| = |4x]| < ||4]| ||x||, which implies |A| < ||4]. Also, (1/A)x =
A~ x50 1/|A| < [|[A7Y| and [JATY|7T < A
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Exercise Set 7.4, page 461

1.

-1

The || - ||oo condition number is:

(a) 50 (b) 241.37 (c) 600,002 (d) 339,866
The || - ||oo condition numbers are:

(a) 12.24012756 (b) 12.24012756 (¢) 12 (d) 198.17
We have

x5l Koo(A)b — ARloa/ Al

(a) 8.571429 x 10~* 1.238095 x 10~?
(b) 0.1 3.832060
(c) 0.04 0.8
(d) 20 1.152440 x 10°
We have
Hx—ﬁ”oo I(OO(A)”b_AiHOO/“A”oo
(a) 20 65.03241
(b) 0.02 720.5764
(c) 0.1 3.727412 x 1071
(d) 6.551700 x 102 9.059201

Gaussian elimination and iterative refinement give the following results.

(a) (i) (—10.0,1.01)t, (i) (10.0,1.00)¢

(b) (i) (12.0,0.499, —1.98)%, (ii) (1.00,0.500, —1.00)*

(c) (i) (0.185,0.0103, —0.0200, —1.12)¢, (ii) (0.177,0.0127, —0.0207, —1.18)*
(d) (1) (0.799,—3.12,0.151,4.56)¢, (ii) (0.758, —3.00,0.159, 4.30)*

Gaussian elimination and iterative refinement give the following results.

12.00, 0.9990)¢, (10.00, 1.000)*

a) (
(1.200,0.5002, —1.380)¢, (1.000, 0.5000, —0.9998)*
(
(

(a)
(b)
(c)
(d)

0.1756,0.01305, —0.02075, —1.192)t, (0.1768, 0.01269, —0.02065, —1.182)*
0.7963, —3.152,0.1705,4.615)*, (0.7889, —3.128,0.1678, 4.561)*

The matrix is ill-conditioned since Ky, = 60002. We have x = (—1.0000, 2.0000)*.

The matrix A is ill-conditioned since Ko, (A) = 600,002 and % = (1.818192,0.5909091)¢

197



